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Q.2 a. What is_ a Carrier Wave? Draw and explain the block diagram of typical radio
transmitter. (7)

Answer:

Transmitter

Unless the message arriving from the information source is electrical in nature, it will
be unsuitable for immediate transmission. Even then, a lot of work must be done to
make such a message suitable. This may be demonstrated in single-sideband moduia-
tion (see Chapter 4), where it is necessary to convert the incoming sound signals into
electrical variations, to restrict the range of the audio frequencies and then to compress
their amplitude range. All this is done before any modulation. In’ wire telephony no
processing may be required, but in long-distance communications, a transmitter is
required to process, and possibly encode, the incoming information so as to make it
‘suitable for transmission and subsequent reception. -

' Eventually, in a transmitter, the information modulates the carrier, i.e., 1s
superimposed on a high-frequency sine wave. The actual method of modulation varies
from one system to another. Modulation may be high level or low level, and the system
itself may be amplitude modulation, frequency modulation, pulse modulation or any
variation or combination of these, depending on the requirements.. Figure 1-2 shows a
high-level amplitude-modulated broadcast transmitter of a type that will be discussed
in detail in Chapter 6.
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FIGURE 1-2 Block diagram of typical radio transmitter.

b. What is shot noise and explain its calculations? 5)

Answer:

Shot Noise ; - .
Thermal agitation is by no means the only source of noise in teceivers. The most
-important of all the other sources is the shot effect, which leads to shot noise in all
amplifying devices and virtually all active devices. It is caused by random vdriations in_
the arrival of electrons (or holes) at the output electrode of an amplifying device and

appears as a randomly varying noise current superimposed ol the output. When ampli-
fied, it is supposed to sound as though a shower of lead shot were falling on a metal
sheet. Hence the name shot noise. ; s

Although the average output current of a device is governed by the various bias
voltages, at any instant of time there may be more or fewer electrons arriving at the
output electrode. In bipolar transistors, this is mainly a result of the random drift of the’
discrete current carriers across the junctions. The paths taken are random and therefore
unequal, so that although the average collector current is constant, minute variations
nevertheless occur. Shot noise behaves in a similar manner to thermal agitation noise,
apart from the fact that it has a different source. ’
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: Many variables are involved in the generation of ¢his noise in the va_rious
amplifying devices, and so it is customary to use approximate equations for it. In .
addition, shot-noise current is a little difficult to add to thermal-noise voltage in calcu-
lations, so that for all devices with the exception of the diode, shot-noise formulas used
are generally simplified. For a diode, the formula is exactly

iy = V2, of e | @3
where i, = rms shot-noise current
e = charge of an electron = 1.6 X 1071°C
ip = direct diode current
of %_I-E;ﬁdwidth- of system ¥ .
Note: It may be shown that, for a vacuum tube diode, Equation (2-3) applies only

 under so-called temperature-limited conditions, under which the **virtual cathode™” has

not been formed. | o
In all other instances not only is the formula simplified but it is not even a
formula for shot-noise current. The most convenient method of dealing with shot noise

c. An amplifier operating over the frequency range from 18 to 20 MHZ has a 10
KQ input resistor.

What is the rms noise voltage at the input to this amplifier if the ambient
temperature is 27°C? 4)

Answer:
The rms noise voltage at the input to the amplifier is given by:
V, =/4KTofR

J4X1.38X107% X (27 + 273)X (20— 18)X 10° X 10*

J4X1.38X3X2X10™ =1.82 X 10°
18.2 uV

Q.3 a. Define Amplitude Modulation. Derive an expression for its Amplitude
Modulated Wave by assuming the modulating signal voltage
e, = E, sinw,tand the carrier signal voltage as e, = E_sina_t . (8)

Answer:

In amplitude modulation, the amplitude of a carrier signal is varied by the modulating
voltage, whose frequency is invariably lower than that of the carrier. In practice, the
carrier may be high-frequency (HF) while the modulation is audio. Formally, AM is
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defined as 3 System of modulation in which the ampliude of the carrier is made
Proportional to the instantaneous amplitude of the modulating voltage.
Let the carrier voltage and the modulating voltage, veand v, respectively, be

Ve = Ve sin w,t (3-1)
Vi =V, sin o, 1 (3-2)

unmod carrier will have to be made proportional to the instanianeous modulating
voltage V,, sin @t when the carrier is amplitude-modulated.

From the definition of AM, you can see that the (maximum) ampiitude V. of the
ulated

3-1.1 Frequency Spectrum of the AM Wave

We shall show mathematically that the frequencies present in the AM wave are the
carrier frequency and the first pair of sideband frequencies, where 2 sideband fre-
quency is defined as : ; :

oo = fe % nf,, ' : _ | )

tude of the carrier is equal to its unmodulated value. When modulation is present, the

amplitude of the carrier i varied by its instantaneous valye. The situation is Hlustrated -

FIGURE 3.1 Amplitude of AM wave,
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(3-4)

3
|
= |§:

The modulation index is a number lying between 0 and 1, and it is very often
expressed as a percentage and called the percentage modulation.

From Figure 3-1 and Equation (3-4) it is possible to write an equation for the
amplitude of the amplitude-modulated voltage. We have

A=V.+ v, =V.+ V, sin w,t = V. = mV, sin @t
ot Vc‘ (I- + m sin wmr) (3'5)

The instantancous voltage of the resulting amplitude-modulated wave is

v=Asin 9 = A sin w.: = V. {1 + m sin: .,7) sin @ ¢ (3-6)
‘Equation (3-6) may be expanded, by means of the trigonometrical relation
sin x sin y = V5 [cos (x — ¥} — cos {~ - ¥)], to give
- my

v = V. sin w.t + cos (w, — W)t — < cos (w, + w,,)t (3-7)

It has thus been shown that the equation of an amplitude-modulated wave
contains three terms. The first term is identical to Equation (3-1) and represents the
unmodulated carrier. It is apparent that the process of amplitude modulation has the
effect of adding to the unmodulated wave, rather than changing it. The two additional

- terms. produced are the two sidebands outlined. The frequency of the lower sideband
(LSB) is f. — fx, and the frequency of the upper sideband (USB) is f. + f,,. The very
important conclusion to be made at this stage is that the bandwidth required for ampli-
tude modulation is twice the frequency of the modulating signal. In modulation by
several sine waves simultaneously, as in the AM broadcasting service, the bandwidth
required is twice the highest modulating frequency.

i

LSB L usB
ST S

fe - m_ .fc —fc+,§

FIGURE 3-2 Frequency spcctfum of AM wave,

7

b. With the help of a block diagram, explain the working of Third Method used
for generating SSB signal. (8)

Answer:

The third method of generating SSB was developed by Weaver as a means of retaining
the advantages of the phase-shift method, such as its _ail:uilit:,.r to generate SSB at any
frequency and use low audio frequencies, without the associated disadvantage of an AF
phase-shift network required to operate. over a large range of audio frequencies. The
third method is in direct competition with the filter method, but is very complex and
not often used commercially. Yt : e SR
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- From the block diagram of Figure 4-6, we see that the latter part of this circuit
is identical to that of the phase-shift method, but the way in which appropriate voltages
are fed to the last two balanced modulators at points C and F has been changed. Instead
of trying to phase-shift the whole range of audio frequencies, this method combines
them with an AF carrier fo, which is a fixed frequency in the middle of the audio band,
1650 Hz. A phase shift is then applied to this frequency only, and after the resulting
voltages have been applied to the first pair of balanced modulators, the low-pass filters
whose cutoff frequency is fo ensure that the input to the last palr of balanced modula-
tors results in the. proper eventual sideband suppression.

- The proof of this method is unduly complex, and therefore not given here. It
may be shown that all lower sideband signals will be canceled for the configuration of

- Balanced  ——>] B Low.pass]. Cr. |~ .4——— Balanced
modutator L filter —o— i - modulator
My - = - M2
- "1 2 cos it ' 2 cos w ! o
90° phase|- 90° phase
shifter : : shifter
_ AF- T TR SRLI e
sin gt A carrier carrier-. i P
e : generator . generator _ Adder Fo—=o
AF.ln | 2sinagr ) | 2sin e =P
kP : Ki e :‘/ out
Balanced E | Low-pass| F : 5 Balanced
modulator —C— filter [ pEE modulator
M3 T : Ma

FIGURE 4-6 Third method of SSB generation.

Figure 4-6, regardless of whether audio frequencies are above or below f;. If a lower
sideband signal is required, the phase of the carrier voltage applied to M, may be
changed by 180°. /

Q.4 a. Draw the circuit diagram of basic Reactance Modulator and explain its
working by deriving an expression for its Capacitive Reactance. (8)

Answer:

Basic reactance modulator Provided that certain simple conditions are met, the
impedance z, as seen at the input terminals A—A of Figure 5-11, is almost entirely
reactive. The circuit shown is the basic circuit of a FET reactance modulator, which
behaves as a three-terminal reactance that may be connected across the tank circuit of
the oscillator to be frequency-modulated. It can be made inductive or capacitive by a
simple component change. The value of this reactance is proportional to the transcon-
ductance of the device, which can be made to depend on the gate bias and its varia-
tions. Note that an FET is used in the explanation here for simplicity only. Identical
reasoning would apply to a bipolar transistor or a vacuum tubt, or indeed to any other
amplifying device.
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FIGURE 5-11 Basic reactance modulator.

Theory of reactance modulators In order to determine z, a voltage v is applied to the
terminals A—-A between which the impedance is to be measured, and the resulting
current i is calculated. The applied voltage is then divided by this current, giving the
impedance seen when looking into the terminals. In order for this impedance to be a
pure reactance (it is capacitive here), two requirements must be fulfilled. The first is
that the bias network current i, must be negligible compared to the drain current. The
impedance of the bias network must be large enough to be ignored. The second re-
quirement is that the drain-to-gate impedance (X here) must be greater than the gate-
to-source impedance (R in this case), preferably by more than 5:1. The following
analysis may then be applied: & '

: Rv
v, = iR = ——— 5-15
g b R — ‘,-'XC ( )
The FET drain current is
. gm RV
=g y, =—2m"r 5-16
= gV, R — jXe | { )
Therefore, the impedance seen at the terminals A—A is
miR R —jX 1 X
=ty Bl RoHe L[} Ko (5-17)
I R —jXc gmR &Em R
If X- > R in Equation (5-17), the equation will reduce to
Xc
z=—j— 5-18
g (5-18)
This impedance is quite clearly a capacitive reactance, which may be written as
X 1 1

Xeq = = = 5-19
T gmR 27Wfg,RC 2fCe, . (19

From Equation (5-19) it is seen that under such conditions the input impedance
of the device at A—A is a pure reactance and is given by

Ceq = gmRC (5-20)
The following should be noted from Equation (5-20): '
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1. This equivalent capacitance depends on the device transconductance and can
: therefore be varied with bias voltage.
2. The capacitance can be originally adjusted to any value, within reason, by varying
the components R and C.
3. The expression g,, RC has the correct dimensions of capacitance; R, measured in
ohms, and g,,, measured in siemens (s), cancel each other’s dimensions, leaving C
as required. .
4. It was stated earlier that the gate-to-drain impedance must be much larger than the
gate-to-source impedance. This is illustrated by Equation (5-17). If X/R had not
been much greater than unity, z would have had a resistive component as well.

If R is not much less than X (in the particular reactance modulator treated), the
gate voltage will no longer be exactly 90° out of phase with the applied voltage v, nor
will the drain current i. Thus, the input impedance will no longer be purely reactive. As
shown in Equation (5-17), the resistive component for this particular FET reactance
modulator will be 1/g,,. This component contains g,,, it will vary with the applied
modulating voltage. This variable resistance (like the variable reactance) will appear
directly across the tank circuit of the master oscillator, varying its O and therefore its
output voltage. A certain amount of amplitude modulation will be created. This applies
to all the forms of reactance modulator. If the situation is unavmdable, the oscillator
being modulated must be followed by an amplitude limiter. :

The gate-to-drain impedance is, in practice, made five to ten times the gate-to-
source impedance. Let X = nR (at the carrier frequency) in the capacitive RC reac-
tance FET so far discussed. Then .

1

Xec=——=nR
ST e s
1 ; - '
C=——= 5-21
wnR  2wMHR ( )

Substituting Equation (5-21) into (5-20) gives

gmR
Coq = gmRC = =211
a4k 2R
Em
Coq = =21 | (522
U 2mfn : ..( )

Equation (5-22) is a very useful formula. In practical situations the frecjuency of
operation and the ratio of X to R are the usual starting data from which other calcula-
tions are made.

A

b. Compare the differences between Frequency and Phase modulations. (4)

Answer:

Frequencf and phase modulation From the purely theoretical point of vnewf th;
difference between FM and PM is quite simple—the modulation index 1s ;le ine
differently in each system. However, this is not nearly as obvious as the difference
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between AM and FM, and it must be developed further. First the similarity will be
stressed.

In phase modulation, the phase deviation is proportional to the amplitude of the
modulating signal and therefore independent of its frequency. Also, since the phase-
modulated vector sometimes leads and sometimes lags the reference carrier vector, its
instantaneous angular velocity must be continually changing between the limits im-
posed by ¢,,,; thus some form of frequency change must be taking place. In frequency
modulation, the frequency deviation is proportional to the amplitude of the modulating
voltage. Also, if we take a reference vector, rotating with a constant angular velocity
which corresponds to the carrier frequency, then the FM vector will have a phase lead
or lag with respect to the reference, since its frequency oscillates between f. — 8§ and
f- + 8. Therefore FM must be a form of PM. With this close similarity of the two
forms of angle modulation established, it now remains to explain the difference.

If we consider FM as a form of phase modulation, we must determine what
causes the phase change in FM. The larger the frequency deviation, the larger the
phase deviation, so that the latter depends at least to 'a certain extent on the amplitude
of the modulation, just as in PM. The difference is shown by comparing the-definition

"~ of PM, which states in part that the modulation index is proportional to.the modulating
voltage only, with that of the FM, which states that the modulation index is alse
inversely proportional to the modulation frequency. This means that under identical
conditions FM and PM are indistinguishable for a single modulating frequency. When
the modulating frequency is changed the PM modulation index will remain constant,
whereas the FM modulation index will increase as modulation frequency is reduced,
and vice versa. This is best illustrated with an example.

The practical effect of all these considerations is that if an FM transmission
were received on a PM receiver, the bass frequencies would have considerably more
deviation (of phase) than a PM transmitter would have given them. Since the output of
a PM receiver would be proportional to phase deviation (or modulation index), the
signal would appear unduly bass-boosted. Phase modulation received by an FM system
would appear to be lacking in bass. This deficiency could be corrected by bass boost-
ing the modulating signal prior to phase modulation. This is the practlcal dlffcrenct.
between phase and frequency modulation. ,:’;,,—

c. A Frequency Modulated Wave is represented by the voltage equation as

v =12sin(6X10°t +5sin1250t). Find: 4)
(i) Carrier Frequency
(i) Modulating Frequency
Answer:
By comparing the given equation Vv :123in(6X108t + 53in1250t)
Mathematical equation for Frequency Modulated Wave as
V= Asin(a)ct +m, sin a)mt)

with the

We get,
. = 2nf_ =6X10°

®,, = 2nf, =1250

and

Therefore, (i) The Carrier Frequency
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8

£, =200 _ g5 5mpz

2r
(i) The Modulating Frequency

m =120 _190H;

2r
Q.5 a. Draw the block diagram of FM Superheterodyne Receiver and explain the
function of each block. (8)

Answer:

RF
amplifier

| Mixer ampll:':ﬁer Limiter ’—'-—E Discriminator

AGC

Local De-emphasis| .
oscillator network
" AF and_power
amplifiers

FIGURE 6-28 FM receiver block diagram.

6-4  FM RECEIVERS
The FM receiver is a superheterodyne receiver, and the b[ockldiag'xam of Figure 6-28
shows just how similar it is to an AM receiver. The basic differences are as follows:

1. Generally much higher operating frequencies in FM
2. Need for limiting and de-emphasis in FM

3. Totally different methods of demodulation

4. Different methods of obtaining AGC

3-4.1 Common Circuits—Comparison with AM Receivers
A number of sections of the FM receiver correspond exactly to those of other receivers
already discussed. The same criteria apply in the selection of the intermediate fre-
quency, and IF amplifiers are basically similar. A number of concepts have very
similar meanings so that only the differences and special applications need be pointed
out. ; :

RF amplifiers An RF amplifier is always used in an FM receiver. Its main purpose is

- to reduce the noise figure, which could otherwise be a problem because of the large
bandwidths needed for FM. It is also required to match the input impedance of the
receiver to that of the antenna. To meet the second requirement, grounded gate (or
base) or cascode amplifiers are employed. Both types have the property of low input
impedance and matching the antenna, while neither requires neutralization. This is
because the input electrode is grounded on either type of amplifier, effectively isolating
input from output. A typical FET grounded-gate RF amplifier is shown in Figure 6-29.
It has all the good points mentioned and the added features of low distortion and simple
operation.

Oscillators and mixers The oscillator circuit takes any of the usual forms, with the
Colpitts and Clapp predominant, being suited to VHF operation. Tracking is not nor-
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Out

+Vpa

FIGURE 6-29 Grounded-gate FET RF amplifier,

mally much of a problem in FM broadcast receivers. This is because the tuning fre-
quency range is only 1.25:1, much less than in AM broadcasting .

A very satisfactory arrangement for the front end of an FM receiver consists of
FETs for the RF amplifier and mixer, and a bipolar transistor oscillator. As implied by
this statement, separately excited oscillators are normally used, with an arrangement as
shown in Figure 6-6. .

Intermediate frequency and IF amplifiers Again, the types and operation do not
differ much from their AM counterparts. It is worth noting, however; that the interme-
diate frequency and the bandwidth required are far higher than in AM broadcast receiv-
ers. Typical figures for receivers operating in the 88- to 108-MHz band are an IF of

6-4.2 Amplitude Limiting _
In order to make full use of the advantages offered by FM, a demodulator must be
preceded by an amplitude limiter, as discussed in Chapter S, on the grounds that any
amplitude changes in the signal fed to the FM demodulator are spurious. (This does not
apply to a receiver with a ratio detector which, as is shown in Section 6-4.4, provides a
fair amount of limiting.) They must therefore be removed if distortion is to be avoided.
The point is significant, since most FM demodulators react to amplitude changes as

- well as frequency changes. The limiter is a form of clipping device, a circuit whose
output tends to remain constant despite changes in the input signal. Most limiters
behave in this fashion, provided that the input voltage remains within a certain range.
The common type of limiter uses two separate electrical effects to provide a relatively
constant output. There are leak-type bias and early (collector) saturation. — '

b. Draw the block diagram of Pilot-Carrier Single Sideband Receive(rg)and
describe its working.

g ! 5, i ilot-carrier re-
Pilot-carrier receiver As'shown in Figure 6-46, in block form, a p

i i i i It uses
i ications receiver with trimmings.
i i i straightforward communica _ : e
;ﬁlvglr Sozviarﬁgn andgAFC based on the pilot ::arnerléi ;‘:?C 1st2::§1c;ei% ;c; :ng_dis t%m -
s : of 1 ong- : .

- ili which must be at least 1 part gdisy
frequency Stzbtlgltgg,raph communications. Note also the use pf one 10:1:13; (:'1}'52 bt
t.‘:1cl}hc')l:llllﬁ:rﬂll;llli:iplia::aticnn by 9, rather than two separate oscillators; thi
tor, wi .9,

stability.
10
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FIGURE 6-46 Block diagram of pilot-carrier single-sideband receiver.

The output of the second mixer contains two components—the wanted
sideband and the weak carrier. They are separated by filters, the sideband going to the
product detector, and the carriex to AGC and AFC circuits via an extremely nar-
rowband filter and amplifier. The output of the carrier amplifier is fed, together with
the buffered output of the crystal oscillator, to a phase comparator. This is almost
identical to the phase discriminator and works in a similar fashion. The output depends .
on the phase difference between the two applied signals, which is zero or a positive or
negative dc voltage, just as in the discriminator. The phase difference between the two
inputs to the phase-sensitive circuit can be zero only if the frequency difference is zero.
Excellent frequency stability is obtainable. The output of the phase comparator actu-
ates a varactor diode connected across the tank circuit of the VFO and pulls it into
frequency as required. o

Because a pilot carrier is transmlttcd automatic gain control is not much of a

“problem, although that part of the circuit ‘may look complicated. The output of the
carrier filter and amplifier is a carrier whose amplitude varies with the strength of the
input signal, so that it may be used for AGC after rectification. Automatic gain control
is also applied to the squelch circuit, as explained in Section 6-3.2 It should also be
mentioned that receivers of this typ. often have AGC with two different time con-
stants. This is helpful in telegraphy reception, and in coping to a certain extent with
signal-strength variations caused by fading.

Suppressed-carrier receiver A typical block diagram is shown in Figure 6-47. This
is actually a much simplified version of the receiver of Figure 6-18, which is capable of
- receiving all forms of AM but has here been shown in the ISB mode. The receiver has
a number of very interesting features, of which the first is the fixed-frequency RF
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amplifier. This may be wideband, covering the entire 100-kHZ to 30-MHz receiving
range; or, optionally, a set of filters may be used, each covering a portion of this range.
The second very interesting feature is the very high first intermediate frequency,
40.455 MHz. Such high frequencies have been made possible by the advent of VHF
crystal bandpass filters. They are increasingly used by SSB receivers, for a number of
reasons. One, clearly, is to provide image frequency rejections much higher than
previously available. Another reason is to facilitate receiver tuning. In the RA 1792,
which is typical of high-quality professional receivers, a variety of tuning methods are
available, such as push-button selection, or even automatic selection of a series of
wanted preset channels stored in the microprocessor memory. However, an important
method is the orthodox continuous tuning method, which utilizes a tuning knob. Since
receivers of this type are capable of remote tuning, the knob actually adjusts the
voltage applied to a varactor diode across the VFO in an indirect frequency synthe-
sizer. There is a limit to the tuning range. If the first IF is high, the resulting range
(70.455 MHz + 40.555 MHz = 1.74:1) can be covered in a single sweep, with a
much lower first IF it cannot be tuned so easily. ‘ -
It will be seen that this is, nonetheless, a double-conversion superheterodyne
receiver, up to the low-frequency IF stages. After this the main differences are due to
the presence of the two independent sidebands, which are separated at this point with
mechanical filters. If just a single upper and a single lower sideband are transmitted,
the USB filter will have a bandpass of 455.25 to 458 kHz, and the LSB filter 452 to
454.75 kHz. Since the carrier is not transmitted, it is necessary to obtain AGC by
rectifying part of the combined audio signal. From this a dc voltage proportional to the

average audio level is obtained. This requires an AGC circuit time constant of suffi-
cient length to ensure that AGC is not proportional to the instantaneous audio voltage.
Because of the presence of the frequency synthesizer, the frequency Etabilit:',r of such a
receiver can be very high. For example, one of the frequency standard options of the
RA 1792 will give a long-term frequency stability of 3 parts in 10° per day.

-

Q.6a. Explain the following related to antennas:- (8)
(i) Directive Gain
(if) Antenna Efficiency
(iii)Bandwidth
(iv) Beamwidth

Answer: (i) Directive Gain

- Directive gain Directive gain is defined as the ratio of the power density in a particu- |
lar direction of one antenna to the power density that would be radiated by an omnidi-
rectional antenna (isotropic antenna). The power density of both types of antenna is
measured at a specified distance, and a comparative ratio is established.

The gain of a Hertzian dipole with respect to an isotropic antenna = 1.5:1
power (1.5 (10 log,p) = 1.76 dB}.

The gain of a half-wave dipole compared to the isotropic antenna = 1.64: 1
power (1.64 (10 log,g) = 2.15 dB).

The wire antennas discussed in the preceding section have gains that vary from
1.64 (2.15 dB) for a half-wave dipole to 7.1 (8.51 dB) for an eight-wave dipole. These
figures are for resonant antennas in free space. Similar nonresonant antennas have
gains of 3.2 (5.05 dB) and 17.4 (12.4 dB) respectively. Two sets of characteristics can
be obtained from the previous information;

1. The longer the antenna, the higher the directive gain.
2. Nonresonant antennas have higher directive gain than resonant antennas. .-
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(i)
Antenna losses and efficiency In addition to the energy radiated by an antenna,
power losses must be accounted for. Antenna losses can be caused by ground resist-
ance, corona effects, imperfect dialectric near the antenna, energy loss due to eddy

currents induced into nearby metallic objects, and / 2R losses in the antenna itself. We
can combine these losses and represent them as shown in Equation (9-5).

Pin = Py + Prg oo i(9-5)
where P;, = power delivered to the feed point
P, = power lost

P..a = power actually radiated
Converting Equation (9-5) to I°R terms, we may state the equation as follows.
IRy = I?Rg + I*Ryaa
Rin = Ra + Rraa

" From this expression we can now develop an equation for calculating antenna
efficiency.

g Rear o o6 9-6)
L ey (=0

R4 = antenna resistance

R..q = antenna radiation resistance

Low- and medium-frequency antennas are least efficient because of difficulties
in achieving the proper physical (resonant) length. These antennas can approach effi-
ciencies of only 75 to 95 percent. Antennas at higher frequencies can easily achieve
values approaching 100 percent. Radiation resistance values may vary from a few

ohms to several hundred ohms depending on the choice of feed points and physical and
electrical characteristics. -7~

(i)

i frequencies the antenna will
F e ]tjlimdwtldﬂ‘l Tﬁf‘t’ﬁ:L?fﬂ;;?;ﬁ;;’jmﬁg? throughout this range of
radiate effectively; i.e., the antenna wi : it

i drops to 2 (3 dB), the upper and 1o )
frequencies. When the antenna power el
ti.(:::i of these frequencies have been reached and the antenna no longer performs satis
actorily. : s » et _ :
fe };mnennas that operate over a wide frequency range an_d still maintain satls‘fa;;

o perfoi‘mance must have compensating circuits sw1_whed into the sysFem to (l;l‘ldi
taﬁ impedance matching, thus ensuring no deterioration of the transmitted signa s

(iv)

Beamwidth The beamwidth of an antenna is describznfl :
i i he main radiation

aring the half-power points (3 dB) on i : 2 to i
;?)r:?gr poignt- In Figure 9-9, as an example, the beam angle is 30°, which is t?g,?suffr.l‘{i}(t;
the two angles created at the poinis where the field strength drops to O.f i (1 1;6
strength is measured in p/V/m) of the maximum voltage at the center of the lobe.

(These points are known as the half-power points.) L

as the angles created by
lobe to its maximum
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b. Explain the characteristics, radiation pattern and applications of the following
antennas:- (8)
(!) Yagi-Uda Antenna
(i) Rhombic Antenna

Answer:

”” The Yagi-Uda antenna A Yagi-Uda antenna is an array consisting of a driven ele-
ment and one or more parasitic elements. They are arranged collinearly and close
together, as shown in Figure 9-25, together with the optical equivalent and the radia-
tion pattern. 3

Since it is relatively unidirectional, as the radiation pattern shows, and has a
moderate gain in the vicinity of 7 dB, the Yagi antenna is used as an HF transmitting
antenna. It is also employed at higher frequencies, particularly as a VHF television
receiving antenna. The back lobe of Figure 9-25b may be reduced, and thus the front-.
to-back ratio of the antenna improved, by bringing the radiators closer. However, this
has the adverse effect of lowering the input impedance of the array, so that the separa-
tion shown, 0.1A, is an optimum value.

ni] Reflector
x ”/ -Director

Radiation pattern
A A

L Driven ()

element

: Source
Mirror [ Lens

{b)

FIGURE 9-25 Yagi antenna. (a) Antenna and pattern; (b) optical equivalent.
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The precise effect of the parasitic element depends on its distance and tuning,
i.e., on the magnitude and phase of the current induced in it. As already mentioned, a
parasitic element resonant at a lower frequency than the driven element (i.e., longer)
will act as a mild reflector, and a shorter parasitic will act as a mild *‘director’” of
radiation. As a parasitic element is brought closer to the driven element, it will load the
driven element more and reduce its input impedance. This is perhaps the main reason
for the almost invariable use of a folded dipole as the driven element of such an array.

The Yagi antenna admittedly does not have high gain, but it is very compact,
relatively broadband because of the folded dipole used and has quite a good unidirec-
tional radiation pattern. As used in practice, it has one reflector and several directors
which are either of equal length or decreasing slightly away from the driven element.
Finally, it must be mentioned that the folded dipole, along with one or two other
antennas, is sometimes called a supergain antenna, because of its good gain and
beamwidth per unit area of array. ' :

9-6.3 Nonresonant Antennas—The Rhombic
A major requirement for HF is the need for a multiband antenna capable of operating
satisfactorily over most or all of the 3- to 30-MHz range, for either reception or
transmission. One of the obvious solutions is to employ an array of nonresonant anten-
nas. whose characteristics will not change too drastically over this frequency range.

A very. interesting and widely used antenna array, especially for point-to-point
communications, is shown in Figure 9-26. This is the rhombic antenna, which consists
of nonresonant elements arranged differently from any previous arrays. It is a planar
rhombus which may be thought of as a piece of parallel-wire transmission line bowed
in the middle. The lengths of the (equal) radiators vary from 2 to 8 A, and the radiation
angle, ¢. varies from 40 to 75°, being mostly determined by the leg length.

The four legs are considered as nonresonant antennas. This is achieved by
treating the two sets as a transmission line correctly terminated in its characteristic
impedance at the far end; thus only forward waves are present. Since the termination
absorbs some power, the rhombic antenna must be terminated by a resistor which, for
transmission, is capable of absorbing about one-third of the power fed to the antenna.
The terminating resistance is often in the vicinity of 800 ) and the mput impedance
varies from 650 to 700 . The directivity of the thombic varies from about 20 to 90°,
increasing with leg length up to about 8 A. However, the power absorbed by the

Radiation pattern

in plane of antenna
Individual é |
patterns B < £,
< g L]

FIGURE 9-26 Rhombic antenna and radiation patterns.

termination must be taken into account, so that the power gain of this antenna ranges
from about 15 to 60°. The radiation pattern is unidirectional as shown (Figure 9-26).

Because the rhombic is nonresonant, it does not have to be an integral number
of half-wavelengths long. It is thus a broadband antenna, with a frequency range at
least 4: 1 for both input impedance and radiation pattern. The rhombic is ideally suited
to HF transmission and reception and is a very popular antenna in com mercial point-to-
point communications. ..

e
.

g
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Q.7 a. What is ionosphere? Explain its effects. (8)
Answer: _

The ionosphere and its effects The ionosphere is the upper portion of the atmo-
sphere, which absorbs large quantities of radiant energy from the sun, becoming heated
and ionized. There are variations in the physical properties of the atmosphere, such as
temperature, density and composition. Because of this and the different types of radia-
tion received, the ionosphere tends to be stratified, rather than regular, in its distribu-
tion. The most important ionizing agents are ultraviolet and «, 8, and vy radiation from
the sun, as well as cosmic rays and meteors. The overall result, as shown in Figure
8-13, is a range of four main layers, D, E, F; and F,, in ascending order. The last two
combine at night to form one single layer.

- The D layer is the lowest, existing at an average height of 70 km, with an
average thickness of 10 km. The degree of its ionization depends on the altitude of the
sun above the horizon, and thus it disappears at night. It is the least important layer
from the point of view of HF propagation. It reflects some VLF and LF waves and
absorbs MF and HF waves to a certain extent.

The E layer 1s next in height, existing at about 100 km, with a thickness of
perhaps 25 km. Like the D layer, it all but disappears at night; the reason for these
disappearances is the recombination of the ions into molecules. This is due to the

~absence of the sun (at night), when radiation is consequently no longer received. The
main effects of the £ layer are to aid MF surface-wave propagation a little and to reflect
some HF waves in daytime.

The E layer is a thin layer of sery high ionization density, sometimes making
an appearance with the E layer. It is also called the sporadic E layer; when it does
oceur, it often persists during the night also. On the whole, it does not have an impor-
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FIGURE 8-13 Ionospheric layers and their regular variations. (F. R. East, ‘“‘The Properties of
the Ionosphere Which Affect HF Transmission’’)

tant part in long-distance propagation, but it sometimes permits unexpectedly good
reception. Its causes are not well understood. :

The F, layer, as shown in Figure 8-13, exists at a height of 180 km in daytime
and combines with the F, layer at night, its daytime thickness is about 20 km. Al-
though some HF waves are reflected from it, most pass through to be reflected from the
F, layer. Thus the main effect of the F, layer is to provide more absorption for HF
waves. Note that the absorption effect of this and any other layer is doubled, because
HF waves are absorbed on the way up and also on the way down.

The F, layer is by far the most important reflecting medium for high-frequency
radio waves. Its approximate thickness can be up to 200 km, and its height ranges from
250 to 400 km in daytime. At night it falls to a height of about 300 km, where it
combines with the F, layer. Its height and ionization density vary tremendously, as
Figure 8-13 shows. They depend on the time of day, the average ambient temperature
and the sunspot cycle (see also the following sections dealing with the normal and
abnormal ionospheric variations). It is most noticeable that the F layer persists at night,
unlike the others. This arises from a combination of reasons; the first is that since this 15
the topmost layer, it is also the most highly ionized, and hence there is some chance for
the ionization to remain at night, to some extent at least. The other main reason is that
although ionization density is high in this layer, the actual air density is not, and thus
most of the molecules in it are ionized. Furthermore, this low actual density gives the
molecules a large mean free path (the statistical average distance a molecule travels
before colliding with another molecule). This low molecular collision rate in turn
means that, in this layer, ionization does not disappear as soon as the sun sets. Finally,
it must be mentioned that the reasons for better HF reception at night are the combina-
tion of the F; and F> layers into one F layer, and the virtual disappearance of the other
two layers, which were causing noticeable absorption during the day.
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Reflection mechanisin Electromagnetic waves returned to earth by one of the layers

of the ionosphere appear to have been reflected. In actual fact the mechanism involved -

is refraction, and the situation is identical to that described in Figure 8-6. As the
ionization density increases for a wave approaching the given layer at an angle, so the
refractive index of the layer is reduced. (Alternatively, this may be interpreted as an
increase in the conductivity of the layer, and therefore a reduction in its electrical
density or dielectric constant.) Hence the incident wave is gradually bent farther and
farther away from the normal, as in Figure 8-6.

If the rate of change of refractive index per unit height (measured in wave-
lengths) is sufficient, the refracted ray will eventually become parallel to the layer. It
will then be bent downward, finally emerging from the ionized layer at an angle equal
to the angle of incidence. Some absorption has taken place, but the wave has been
returned by the ionosphere (well over the horizon if an appropriate angle of incidence
was used).

Terms and definitions The terminology that has grown up around the ionosphere and
sky-wave propagation includes several names and expressions whose meanings are not
obvious. The most important of these terms will now be explained.

The virtual height of an ionospheric layer is best understood with the aid of
Figure 8-14. This figure shows that as the wave is refracted, it is bent down gradually
rather than sharply. However, below the ionized layer, the incident and refracted rays
follow paths that are exactly the same as they would have been if reflection had taken
place from a surface located at a greater height, called the virtugi-height of this layer. If
the virtual height of a layer is known, it is then quite simple to calculate the angle of
incidence required for the wave to return to ground at a selected spot.

The critical frequency (f.) for a given layer is the highest frequency that will be

returned down to earth by that layer after having been beamed straight up at it. It is

important to realize that there is such a maximum, and it is also necessary to know its
value under a given set of conditions, since this value changes with these conditions. It
was mentioned earlier that a wave will be bent downward provided that the rate of
change of ionization density is sufficient, and that this rate of ionization is measured

Projected

path
Virtual

G

Actual height

g v

Ground surface

FIGURE 8-14 Actual and virtual heights of an ionized layer.
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per unit wavelength. It also follows that the closer to being vertical the incident ray, the
more it must be bent to be returned to earth by a layer. The result of these two effects is
twofold. First, the higher the frequency, the shorter the wavelength, and the less likely
it is that the change in ionization density will be sufficient for refraction. Second, the
closer to vertical a given incident ray, the less likely it is to be returned to ground.
Either way, this means that a maximum frequency must exist, above which rays go
through the ionosphere. When the angle of incidence is normal, the name given to this
maximum frequency is critical frequency; its value in practice ranges from 5 to
12 MHz for the [, layer.

The maximum usable frequency, or MUF, is also a limiting frequency, but this
time for some specific angle of incidence other than the normal. In fact, if the angle of
incidence (between the incident ray and the normal) is 6, it follows that

critical frequency

MUF =
cos 0

= fosecd _ | - (8-12)

This is the so-called secant law, and it is very useful in making preliminary
calculations for a specific MUF. Strictly speaking, it applies only to a flat earth and a
flat reflecting layer. However, the angle of incidence is not of prime importance, since
it is determined by the distance between the points that are to be joined by a sky-wave
link. Thus MUF is defined in terms of two such points, rather than in terms of the angle

- of incidence at the ionosphere, it is defined at the highest frequency that can be used for
sky-wave communication between two given points on earth. It follows that there is a
different value of MUF for each pair of points on the globe. Normal values of MUF
may range from 8 to 35 MHz, but after unusual solar activity they may rise to as high
as 50 MHz. The highest working frequency between a given pair of points is naturally
made less than the MUF, but it is not very much less for reasons that will be seen.

The skip distance is the shortest distance from a transmitter, measured along the
surface of the earth, at which a sky wave of fixed frequency (more than f.) will be
returned to earth. That there should be a minimum distance may come as a shock. One
expects there to be a maximum distance, as limited by the curvature of the earth, but
nevertheless a definite minimum also exists for any fixed transmitting frequency. The
reason for this becomes apparent if the behavior of a sky wave is considered with the
aid of a sketch, such as Figure 8-15.

When the angle of incidence is made quite large, as for ray 1 of Figure 8-15, the
sky wave returns to ground at a long distance from the transmitter. As this angle is
slowly reduced, naturally the wave returns closer and closer to the transmitter, as
shown by rays 2 and 3. If the angle of incidence is now made significantly less than
that of ray 3, the ray will be too close to the normal to be returned to earth. It may be
bent noticeably, as for ray 4, or only slightly, as for ray 5. In either case the bending
will be insufficient to return the wave, unless the frequency being used for communica-
tion is less than the critical frequency (which is most unlikely); in that case everything
is returned to earth. Finally, if the angle of incidence is only just smaller than that of
ray 3, the wave may be returned, but at a distance farther than the return point of ray 3;
a ray such as this is ray 6 of Figure 8-15. This upper ray is bent back very gradually,

© IETE 19



DEG61 ANALOG COMMUNICATIONS | DEC 2015

Escaped
rays

s e 7 /
< __
‘ Lower

Upper
ray 1

& 2
T .

3
f——————— —Skip distance———1mnw

FIGURE 8-15 Effects of ionosphere on rays of varying incidence.

because ion density is changing very slowly at this angle. It thus returns to earth at a
considerable distance from the transmitter and is weakened by its passage.

Ray 3 is incident at an angle which results in its being returned as close to the
transmitter as a wave of this frequency can be. Accordingly, the distance is the skip
distance. It thus follows that any higher frequency beamed up at the angle of ray 3 will
not be returned to ground. It is seen that the frequency which makes a given distance

~ correspond to the skip distance is the MUF for that pair of points.

At the skip distance, only the normal, or lower, ray can reach the destination,
whereas at greater distances tue upper ray can be received as well, causing interfer-
ence. This is a reason why frequencies not much below the MUF are used for transmis-
sion. Another reason is the lack of directionality of high-frequency antennas, which is
discussed in Section 9-6. If the frequency used is low enough, it is possible to receive
lower rays by two different paths after either one or two hops, as shown in Figure 8-16,
the result of this is interference once again. :

% E

Two-path
reception

FIGURE 8-16 Multipath sky-wave propagation.
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FIGURE 8-17 Long-distance sky-wav'e transmission paths. (a) North-south; (b) east-west.

The transmission path is limited by the skip distance at one end and the curva-
ture of the earth at the other. The longest single-hop distance is obtained when the ray
is transmitted tangentially to the surface of the earth, as shown in Figure 8-17. For the
F, layer, this corresponds to a maximum practical distance of about 4000 km. Since
the semicircumference of the earth is just over 20,000 km, multiple-hop paths are often
required, and Figure 8-17 shows such a situation. No unusual problems arise with
multihop north-south paths. However, care must be taken when planning long east-
west paths to realize that although it is day ‘‘here,” it is night *‘there,” if ‘*there”’
happens to be on the other side of the terminator. The result of not taking this into
account is shown in Figure 8-17b. A path calculated on the basis of a constant height of
the F, layer will, if it crosses the terminator, undershoot and miss the receiving area as
shown—the F layer over the target is lower than the F, layer over the transmitter.

Fading is the fluctuation in signal strength at a receiver and may be rapid or
slow, general or frequency-selective. In each case it is due to interference between two
waves which left the same source but arrived at the destination by different paths.
Because the signal received at any instant is the vector sum of all the waves received,
alternate cancellation and reinforcement will result if there is a length variation as large
as a half-wavelength between any two paths. It follows that such fluctuation is more
likely with smaller wavelengths, i.e., at higher frequencies.
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Fading can occur because of interference between the lower and the upper rays
of a sky wave; between sky waves arriving by a different number of hops or different
paths; or even between a ground wave and a sky wave especially at the lower end of the
HF band. It may also occur if a single sky wave is being received, because of fluctua-
tions of height or density in the layer reflecting the wave. One of the more successful
means of combating fading is to use space or frequency diversity (see Section 6-3.2).

Because fading is frequency-selective, it is quite possible for adjacent portions
of a signal to fade independently, although their frequency separation is only a few
dozen hertz. This is most likely to occur at the highest frequencies for which sky waves
are used. It can play havoc with the reception of AM signals, which are seriously
distorted by such frequency-selective fading. On the other hand, SSB signals suffer
less from this fading and may remain quite intelligible under these conditions. This is
because the relative amplitude of only a portion of the received signal is changing
constantly. The effect of fading on radiotelegraphy is to introduce errors, and diversity
is used here wherever possible. o
b. A rectangular waveguide measures 3 X 4.5 cm internally and has a 9-GHz

signal propagated in it. Calculate the following characteristics for TM;; mode
(i) Cutoff wavelength

(if) Guide Wavelength

(il1)Group Velocity

(iv) Phase velocity (8)
Answer:
The free-space wavelength given by
10
=Y J3X10 5 330m
i 0X10
(i) The Cutoff Wavelength for mode TM, 4 is given by:

o

Jimfal +(nfb} - Jujasp +ai3)p 04

(i) The Guide Wavelength for mode TM, ; is given by:

2 2
L 3.33
A e . where p= _]1— 4 = 1—[—) =0.746 .
g p T A, 5
L 3.33
Therefore, A, = A_333 _ 4.6cm
2 0746

(i) The Group Velocity for mode TM, , is given by:

Vv, =V, p=3X10°X0.746=224X10°m /5.

(iv) The Phase Velocity for mode TM, 4 is given by:
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Q.8 a. What s Pulse Code Modulation? Describe its principle with the help of suitable
diagram. Also list out its advantages and applications. (8)
Answer:

- : {;
Pulse-Code Modulation (PCM) different from the forms of pulse modulation 85 "8

-0 00 dulation is just as : d from AM and FM
Pulsf’ So,d? tf:; were from AM or FM. PAM and P’[b;i fhlflfezﬁe e i
aees, likf: in those two continuous forms of modulation,
because, un

and sent in pulse form. Like AM and FM, they were forms of analog communication—
in all these forms a signal is sent which has a characteristic that is infinitely variable
and proportional to the modulating voltage. In common with the other forms of pulse
modulation, PCM also uses the sampling technique, but it differs from the othersin
that it is a digital process. That is, instead of sending a pulse train capable of continu- |
ously varying one of the parameters, the PCM generator produces a series of numbers,
or digits (hence the name digital process). Each one of these digits, almost alwaysin
binary code, represents the approximate amplitude of the signal sample at that instant, |
The approximation can be made as close as desired, but it is always just that, an |
approximation.

o 0

Principles of PCM In PCM, the total amplitude range which the signal may occupy
is divided into a number of standard levels, as shown in Figure 13-8. Since these levels
are transmitted in a binary code, the actual number of levels is a power of 2; 16 levels
are shown here for simplicity, but practical systems use as many as 128. By a process
called guantizing, the level actually sent at any sampling time is the néarest standard
(or guanium) level. As shown in Figure 13-8, should the signal amplitude be 6.8 V at
any time, it is not sent as a 6.8-V pulse, as it might have been in PAM, nor as a
6.8-ps-wide pulse as in PWM, but simply as the digit 7, because 7 V is the standard
amplitude nearest to 6.8 V. Furthermore, the digit 7 is sent at that instant of time asa

a

G
i\
A

] By
& fEr=s] kY
Quantized wave \'y

Bib | TN

< Total signal amplitude rang

| - =
o L
| [ i | | | 1

9 I0ETORE: 1877 1585 T4 T00d s 0ds i IDieatel 5 ——he gy

Levels actually sent

FIGURE 13-8 Quantization of signal for pulse-code modulation.
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series of pulses corresponding to the number 7. Since there are 16 levels (2%), 4 binary
places are required; the number becomes 0111, and could be sent as OPPP, where
P = pulse and O = no-pulse. Actually, it is often sent as a binary number back-to-
front, i.e., as 1110, or PPPO, to make demodulation easier.

As shown in Figure 13-8, the signal is continuously sampled, quantized, coded
and sent, as each sample amplitude is converted to the nearest standard amplitude and
into the corresponding back-to-front binary number. Provided sufficient quantizing
levels are used, the result cannot be distinguished from that of analog transmission.

A supervisory or signaling bit is generally added to each code group represent-
ing a quantized sample. Hence each group of pulses denoting a sample, here called a
word, is expressed by means of # + 1 bits, where 2" is the chosen number of standard

levels. S

Advantages and applications of PCM A person may well ask at this stage,
PCM is so marvelous, why are any other modulation systems used?’” There are three
answers to this question, namely:

ec

1. The.cther systems came first.
2. PCM requires very complex encoding and quantizing circuitry.
3. PCM requires a large bandwidth compared to analog systems.

PCM was invented by Alex H. Reeves in Great Britain, in 1937. When he
patented it the following year, it was an astonishingly detailed and complete system.
However, its very complexity prevented its immediate use—there were no really suita-
ble electronic devices to implement it. By the end of World War II it was being used in
a microwave relay system designed and operated by the U.S. Army Signal Corps.
Soon after the war the system was adapted and evolved for commercial use by the Bell
System. PCM then received a real boost from a very important paper of Oliver and
others, in 1948, but it was some 10 years before it was actually used for telephony. Its
first practical application in commercial telephony was in short-distance, medium-
density work, in Great Britain and the United States in the early 1960s. Semiconduc-
tors and integration (it was not yet *‘large-scale’’ then) made its use practicable. Quite
a number of new communication facilities built around the world have used PCM, and
its use has grown very markedly during the 1980s.

As regards the second point, it is perfectly true that PCM requires much more
complex modulating procedures than analog systems. However, multiplexing equip-
ment is very much cheaper, and repeaters do not have to be placed so close together
because PCM tolerates much worse signal-to-noise ratios. Especially because of very
large-scale integration, the complexity of PCM is no longer a significant cost penalty.

Although the large bandwidth requirements: still represent a problem, it is no
longer as serious as it had earlier been, because of the advent of large-bandwidth
fiber-optic systems. However, the large bandwidth requirements should be recognized.
A typical first-level PCM system is the Bell T1 digital transmission system in use in
North America. As described in greater detail in Section 15-1.2, it provides 24 PCM
channels with time-division multiplexing. Each channel requires 8 bits per sample and
thus 24 channels will need 24 X 8 + 1 = 193 bits—the extra 1 bit is an additional
sync signal. With a sampling rate of 8000 per second, a total of 8000 X 193 =
1,544,000 bps will be sent by using this system. Work earlier in this chapter showed
that the bandwidth in hertz would have to be at least half that figure, but the practical
system in fact uses a bandwidth of 1.5 MHz as an optimum figure. It will be shown in
Chapter 15 that 24 channels correspond to two groups, requiring a bandwidth of
96 kHz if frequency-division multiplex is used. PCM is seen to require 16 times as
much bandwidth for the same number of channels. However, the situation in practice is
not quite so bad, because economies of scale begin to appear when higher levels of
digital multiplexing are used (see also Section 15-1.2).
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The following considerations ensured that the main application of PCM for
telephony was in 24{channel frames over wire pairs which previously had carried only
one telephone conversation each. Their performance was not good enough to provide
24 FDM channels, but after a little modification 24 PCM channels could be carried
over the one pair of wires. Since the mid-1970s the picture has changed dramatical]y..
First, very large-scale integration reduced costs significantly. Then came the prolifera-

tion of digital systems, such as data transmissions, which were clearly advantaged by
not having to be converted into analog prior to transmission and reconverted to digital
after reception. Finally, fiber-optic systems became practical, with two effects. On the
one hand, the current state of development of lasers and receiving diodes is such that
digital operation is preferable to analog because of nonlinearities (see Chapter 18).
Huge bandwidths, e.g., 565 Mbps per pair of fibers, have become available without
attendant huge costs. The use of PCM in the broadband networks of advanced coun-
tries is increasing by leaps and bounds.

PCM also finds use in space communications. Indeed, the Mariner IV probe
was an excellent example of the noise immunity of PCM, when, back in 1965, it
transmitted the first pictures of Mars. Admittedly, each picture took 30 minutes to
transmit, whereas it takes only. Yo s in TV broadcasting. The Mariner I'V transmitier
was just over 200,000,000 km away, and the transmitting power was only 10 W. PCM
was used; no other system would have done the job. f/"

b. What is Frequency Shift Keying? Describe briefly. (8)
Answer:

Frequency-shift keying (FSK) It would be quite possible to transmit teletype by the
ordinary oN-OFF keying of the transmitter. We could use amplitude modulation with
pulses, oN corresponding to mark and OFF to space. Such a system has the inherent
disadvantage that there is no real indication for the space. In addition, a system such as
this would suffer from all the usual ailments of amplitude modulation, as a result of
which it is never used for automatic telegraphy (it is, of course, widely used for manual
Morse code CW operation). A system known as Sfrequency-shift keying is generally
used instead.

FSK is a system of frequency modulation. In it, the nominal unmodulated
carrier frequency corresponds to the mark condition, and a space is represented by a
downward frequency shift. The amount was 850 Hz in the original wideband FSK
system designed for HF radio. For transmission by line or broadband systems, the
current shift is 60 Hz, as laid down in CCITT Rec. R35. This is known as narrowband
FSK, or frequency-modulated voice-frequency telegraph (FMVFT). FSK is still often
used for HF radio transmissions, with a frequency shift that is commonly 170 Hz. As
with other forms of FM, the main advantage of the wideband system is greater noise
immunity, while the narrowband systems are used to conserve the allocated frequency
spectrum. Note that FSK may be thought of as an FM system in which the carrier
frequency is midway between the mark and space frequencies, and modulation is by a
square wave. In practice, of course, only the fundamental frequency of the square
wave is transmitted, and regeneration takes place in the receiver. :

In the FSK generator, the frequency shift may be obtained by applying the
varying dc output of the telegraph machine to a varactor diode in a crystal oscillator. At
the receiving end, the signal is demultiplexed (if, as is common, FDM was used to
send a number of telegraph or telex transmissions together) and applied to a standard
phase discriminator. From the discriminator, signals of either polarity will be avail-
able. After some pulse shaping, they are applied to the receiving teletypewriter. If the
telegraph transmission is by HF radio, the phase discriminator works at a (fairly low)
intermediate frequency, although other methods are also possible for demodulation.
An amplitude limiter is always used in the receiver, to take full advantage of the noise
immunity of FSK. ) :
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Q.9 Write short note on any TWO the following: (2x8)
(i) Time Division Multiplexing
(it) Coaxial Cables
(iii) Submarine Cables
Answer: (i) Time Division Multiplexing:
Time-Division Multiplex

The topic of TDM is an extension of pulse modulation, discussed in Chapter 13 It is
covered here to permit the two major multiplexing methods to be compared. In time-
division multiplex. use is made of the fact that narrow pulses with wide spaces between
them are generated in any of the pulse modulation systems, so that the spaces can be
used by signals from other sources. Moreover, although the spaces are relatively fixed

in width, pulses may be made as narrow as desired, thus permitting the generation of
high-level hierarchies. '

The method of achieving TDM is best illustrated by describing the makeup of
an actual system, and so a practical basic PCM system used in North America has been
selected as the example. In somewhat simplified fashion, this may be described as a
24-channel system, having a sampling rate of 8000 samples per second, 8 bits (i.e.,
256 sampling levels) per sample, and a pulse width of approximately 0.625 us. This
means that the sampling interval is 1/8000 = 0.000125 s = 125 us, and the period
required for each pulse group is 8 X 0.625 = 5 ws. If there were no multiplexing and
only one channel were sent, the transmission would consist of 8000 frames per second,
each made up of furious activity during the first 5 us and nothing at all during the
remaining 120 us: This would clearly be wasteful and would represent an unnecessar-
ily complicated method of encoding a single channel, and so this system exploits the
large spaces between the pulse groups. In fact, each 125-ps frame is used to provide 24
adjacent channel time slots, with the twenty-fifth slot assigned for synchronization.
Each frame consists of 193 bits—24 %< 8 for each channel, plus 1 for sync, and since
there are 8000 frames per second, the bit rate is 1.544 Mbit/s.

Slow-speed TDM, as often used in radiotelemetry, is produccd simply with
rotating mechanical switches. A number of channels are fed simultaneously to the
switch in the transmitter—one channel to each switch contact—while the output is
taken from the moving rotor. This rotates slowly and remains in contact with each
channel for a predetermined period, during which time the output of that channel is the
only one passed on for transmission. There is a corresponding rotating. ‘switch in the
receiver, synchronized to the one in the transmitter, which reverses the process to
separate the received channels.

The high-speed TDM described here uses electronic switching and delay lines
to accomplish the same result. Each sampling circuit, one per channel, simultaneously
receives a trigger pulse which causes it to sample its signal, and each channel output is
then fed to an adder. However, whereas the output of the first sampler goes straight to
the adder, that of the second is delayed by 5 us, with a delay line or delay circuit. The
output of the third sampling circuit is similarly delayed but by 10 us, and so on, until
the twenty-fourth channel is delayed by 115 ws. In this way, each successive mterval
during the 125-us frame is occupied by the transmission of a different channel, and the
process is repeated 8000 times per second.

In the receiver, the output of the main detector is fed simultaneously to 24 AND
gates. An AND gate, or coincidence circuit, is a simple device having one output and
two or more input terminals, so arranged thdt an output is obtained only if all (in this
case both) input signals are present. In this case each gate has two input terminals, and
the second input to each gate is provided from a clock-synchronized gating generator,
which is a monostable multivibrator providing rectangular pulses of 5 us duration,
8000 times per second. Delay lines or circuits are used once again, with the gating
pulse to the first gate not delayed at all, that to the second gate delayed by 5 us and so
forth. In this fashion each gate is open only during the appropriate time intervals, and
the 24 channels ars duly separated.

If transmission is by wire, the 1.544-Mbit/s pulse train is the signal sent, but if
cable or radio communication is used, the pulse train either modulates the carrier or
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Broadband systems must have excellent frequency and phase-delay responses
to be of use. This cannot be achieved by cables and repeaters unaided, so that equaliz-
ers are also located along the cable, 60 km apart in the L5 system. It should be noted
that there i5: need for two kinds of equalizers. The fixed type compensates for constant
known deviations in frequency and phase response which are inherent in each particu:
lar system. Adjustable equalizers, generally provided at the two ends of the system, are
qsed to compensate for the variables and the unpredictable variations. Where udjusf-
abge: equalizers are located in underground stations along the cable, they are normally
adjustable in steps rather than continuously. In modern systems these adjustments ma;'
be made from the control stations at the ends, by sending appropriate signals down the
cal_:ile. Finally, to ensure constant gain along the system, thus prcvcr?ting excessive
noise and intermodulation distortion, the gain of repeaters is regulated. This may be
:lo_ne by having adjustable-gain repeaters at intervals along the cable and altering their
zain as required with suitable control signals.

- Multiplexing and demultiplexing bays form the major portion of the terminal
*quipment. It is in these bays that FDM, as described in Section 15-1, takes place. Dc
sower feed equipment is also located at the terminals, as are interconnections to c:;ther
systems, be they local or trunk. Surveillance equipment is also provided at terminal

stations. It is here that system pilots are applied, and those that were applied at the
other end are extracted. A distinction should be made between a supergroup—or even
supermastergroup——pilot, as described in Section 15-1.1, and a system pilot. The latter
belongs to the system and is used for end-to-end system regulation and monitoring.
The supergroup pilot is applied at the point at which the supergroup is formed and
extracted at the point at which it is broken up. It is used for regulating and monitoring
that particular supergroup, which may traverse many different links. Although each is
regulated, small, in-tolerance departures from correct response in the various links may
be additive, resulting in a supergroup that is out of tolerance end to end. Finally, each
terminal is provided with equipment which, should there be a cable failure, permits it
lo interrogate the repeaters in the link, so as to allow quick localization of the fault.
Furthermore, to minimize the effects of outages, terminal stations may be provided
with redundant and/or duplicated systems, allowing their staff to patch rapidly around
any breaks. e

Some students may wonder why communications systems tend to have more
and more capacity. The answer is that long-distance telephony, telex and television
transmissions in most countries have been increasing at high rates, for over two dec-
ades, while data transmission in developed countries is growing at very high annual
rates of close to 50 percent. Coupled to this demand growth is the fact that a 10,800-
channel system is decidedly cheaper to install and maintain than three 3600-channel
systems. Such broadband links are manufactured by some of the world’s most mmodern,
efficient and reliable companies. P '

(iii) Submarine Cables

Submarine Cables
Submarine cables use principles very much like those of coaxial cables. Thus they are

coaxial, have repeaters and equalizers and have dc power fed to them, with opposite
polarities fed from opposite ends to reduce insulation problems. However, submarine
cables use a single coaxial tube for both directions of transmission, with frequency
techniques similar to those of microwave links to separate the two directions. The
extent to which cables have spread out around the world, since TAT-/ in 1956, is
shown in Figure 15-6.

Cables such as the 48-circuit TAT-/ and the 80-circuit- CANTAT-1 (1961) are
often referred to as *‘first-generation”’ cables. They feature vacuum-tube repeaters, at
intervals of 50 to 60 km. Second-generation cables, such as the SAT-7 (1968) cable
from Portugal to South Africa, have up to 360 circuits, with vacuum-tube repeaters at
i8-km intervals. Vacuum tubes were used as late as 1968 because of their proven
reliability. Submerged cable or repeater repair is perfectly feasible, but is a complex

and costly process. It involves sending cableships to the affected area and dragging the

sea bottom for the cable, while the interrupted circuits are restored via another cable or

a satellite (at no small cost). It can therefore be appreciated that reliability is the

keynote, and vacuum tubes had certainly established a reputation for that in submarine
systems.
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FIGURE 15-6 The world’s major submarine cables and satellite earth stations. The
curved lines indicate the coverage area limits of the satellites shown along the equator.
(Map continues on p. 578.) (Courtesy of Overseas Telecommunications Commission, Australia.)

However, increased bandwidths mean reduced repeater gains and increased
cable losses, and so repeaters must be placed closer together. For long cable segments,
this results in unduly high dc voltages required at the two ends to accommodate the
70-V drop per vacuum tube repeater. Thus the third- and subsequent-generation ca-
bles have used transistor repeaters exclusively, with voltage drops of only 12 V per
repeater. The TASMAN cable (1974, 480 circuits from Australia to New Zealand) and
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(Map continued from p. 577.)

the TAT-5 cable (1970, 845 circuits from the United States to Spain), both shown on
Figure 15-6, are typical examples of third-generation cables.

CANTAT 2 is typical of fourth-generation cables. It was laid in 1974 and pro-
vides 1840 circuits between Canada and Great Britain. Figure 15-7 shows the cable,
both lightweight and armored, used in CANTAT 2, and a repeater from the system is
shown in Figure 15-8. The repeaters are, of course, all solid-state, with separations of
about 11 km in practice. This is a very successful design, first used in 1971 for a cable
between Spain and the Canary Islands and subsequently employed in the Mediterra-

© IETE 30



DEG61 ANALOG COMMUNICATIONS | DEC 2015

Center Conductor

Mid Steel Center =
Copper Tapp————, L
Core :

Polyethylene Insulation—
Cuter Conductor
Six Copper Coaxial Tapes
Copper Binding Tape:
Cotton Tape

/ ]

Center Conductor Screening :
High Tensile Steel Longitudinal Iron Tapef"f'f :
* / Center Member Four Lapped Iron Tapes :
“',///": Copper Tape Cotton Tape ————-rﬂ—'
| ] Polyethylene Sheath
: Copese-_ = = Polypropylene Beddlng—u%’
. - Polyethylene '
~ Insulation Inner Layer Of —
Steel Wires 1

_Aluminum
Quter Conductor

Polypropylene
Marker Tape

Polypropylene Bedding— £ |

Outer Layer Of — |} }'

-Polyethylene Sheath Steel Wires

Polypropylene Serving—

DeepseaCable Shore End Cable

(Lightweight Design) {Screened,Double Armour Design)

FIGURE 15-7 Display of submarine cable used in CANTAT 2, the overall diameter of each
cable is 44.5 mm. (Courtesy of Standard Telephones and Cables, PLC, London.)

nean {several cables), the Atlantic (COLUMBUS, southern segment of ATLANTIS, in
1982) and the Pacific (ANZCAN, 1984), as well as several shorter cables in Europe and
southeast Asia. All these are shown in Figure 15-6, except the many Mediterranean
cables, which are omitted for lack of space.

Cable is laid by cableships operating from the two ends separately and some-
times simultaneously, moving at typical speeds of about 8 knots (about 15 km/h)—the
final splice is thus the midocean one. Lightweight cable is used for most of the length,
including all deep sea portions. Sometimes, where great depths are involved, the cable
is laid with sea parachutes, to slow its descent and therefore the rate of temperature
change undergone by the cable and electronic components. The repeaters are rigid, and
ingenious methods of bypassing shipboard sheaves have been developed. Armored
cable is used for the shore ends as protection against trawlers, ships’ anchors and tidal
‘movements. In well-known fishing areas, particularly if they are shallow, the tech-
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Construction of typical deep sea repeater unit and housing

FIGURE 15-8 Construction of CANTAT 2 suhmerged repeater. (By courtesy of Standard
Telephones and Cables, PLC, London.)

nique of ploughing-in is used if the sea bottom permits. As the cable is paid out from
the ship, a specially designed submarine, towed by a wire, cuts a 60-cm-deep trench
for the cable to fall into; the trench is then covered. This was in fact done for the first
220 km of the CANTAT 2 cable off the Canadian continental shelf, exccpt for the
repeaters, which were too thick to be buried.

The CANTAT 2 repeaters, typical in this regard, are 25 cm in diameter and
nearly 3 m long. Their function, as might be gathered, is simply to amplify. This must
be done for both directions. The function of the power-separating and the directional
filters in Figure 15-8 is to help in this regard. In the CANTAT 2 cable, the 23 super-
groups are accommodated in the frequency band 312 to 6012 kHz in one direction, and
8000 to 13,700 kHz in the other direction. Inquisitive students who perform the appro-
priate calculations will realize that the above figures correspond to 3-kHz circuits and
80-circuit supergroups. It will be recalled that submarine cables are expensive, and
3-kHz voice circuits are often used. Supervisory tones and cable and system pilots are
assigned various portions of the nearly 14-MHz spectrum, leaving 940 kHz for separa-
tion between the two directions; this is quite adequate in practice.

Reliability is the keynote of a submarine cable project. This point cannot be
stressed enough. Whether it is the cable itself, repeaters, equalizers, cable station
terminal equipment or power feed equipment, everything is engineered for a long life
and slight, predictable aging. All cable and repeater welding is done by specially
trained personnel, and all welds are checked by x-ray. The electronic components are
assembled and tested under dustfree, laboratory conditions. All the components are
used at well below their maximum ratings, and key components are duplicated. The
performance of the system is monitored by the cableship during laying, and from the
terminals for the rest of the cable life. Power feed arrangements are complex, with
main supplies rectified and regulated at the terminals and then used to float-charge the
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banks of batteries which feed dc/ac converters whose rectified output is actually fed to
the cable at constant current. Duplicate batteries and standby diesel generators are
provided, as are complicated interlock arrangements. All this is done to prevent the
worst crime that can be perpetrated on a submarine cable: the sudden removal of the dc
power feed.

The precautions as outlined are severe, but they have certainly paid off. The -
majority of the submarine cables that have been laid since 1956 are still operating,
“*delivering their circuits.’’ This is not to say that outages have never occurred. They
certainly have, but almost always through accidents rather than malfunctions. The
most common causes of failure have been fouling by ships’ anchors or trawlers, with
occasional turbidity currents (undersea avalanches caused by nearby earthquakes) also
making a contribution. However, since satellite stations are now widespread, restora-
tion of the affected portions of damaged cables is relativel ¥ straightforward. For exam-
ple, if the SAT-7 cable fails between Ascension Island and South Africa, that portion of
the cable can be restored by being sent via an INTELSAT Atlantic Ocean satellite. The
cable then remains configured with one of its legs going via satellite until repairs are
effected, so that most of the users suffer a minor interruption instead of a major outage.
There are always contingency plans for the restoration of each leg of every cable.

Cables larger than the 14-MHz, 23-supergroup CANTAT 2 type are also avail-
able. They include a 43-supergroup French cable, a 45-supergroup Japanese cable, a
50.8-supergroup American cable and a 69-supergroup British cable (capable of provid-
ing 5520 telephone circuits). They are used for a number of high-density applications,
but only the American cable is used in intercontinental systems, for example, TAT-6
and TAT-7. It is almost as though users were awaiting the advent of fiber optics.

-
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