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 Q.1 a. What is kernel? Differentiate the micro kernel from the macro kernel. 
Answer: 

a. Kernel is the core and essential part of the operating system. It provides basic service 

for all essential parts of operating system. 

Micro kernel : run services those are minimal for OS performance. In this kernel All 

other operations are performed by processor 

 Macro kernel: it is a combination of micro and monolithic kernel(having the whole 

OS code as single executable image).   

 
  b. Explain the concurrency of process execution in a single processor environment 

and parallelism in shared-memory multiprocessor environment. 
Answer: 

Concurrency and Parallelism 

In a multithreaded process on a single processor, the processor can switch execution 

resources between threads, resulting in concurrent execution.  

Concurrency indicates that more than one thread is making progress, but the threads 

are not actually running simultaneously. The switching between threads happens 

quickly enough that the threads might appear to run simultaneously. 

In the same multithreaded process in a shared-memory multiprocessor environment, 

each thread in the process can run concurrently on a separate processor, resulting in 

parallel execution, which is true simultaneous execution.  

 
  c. Why synchronization hardware is not a feasible solution in the Multi processor 

environment? And which is the proper alternate? 
Answer: 

The critical section problem could be solved easily in a single-processor 

environment, by disallowing interrupts to occur while a shared variable or resource is 

being modified 

In this manner, we could be sure that the current sequence of instructions would be 

allowed to execute in order without pre-emption. Unfortunately, this solution is not 

feasible in a multiprocessor environment 

Disabling interrupt on a multiprocessor environment can be time consuming as the 

message is passed to all the processors 

 This message transmission lag, delays entry of threads into critical section and 

the system efficiency decreases 
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The alternate solution to this is to use MutexLock 

 
  d. What are the different strategies involved in address binding of instructions and 

data to memory addresses? 
Answer: 

Address binding of instructions and data to memory addresses 

It can happen at three different stages 

Compile time: If memory location known a priori, absolute code can be generated 

Needs to recompile the code if starting location changes 

Load time: if memory location is not known at compile time, relocatable code has to 

be generated Execution time: Binding delayed until run time if the process can be 

moved during its execution from one memory segment to another  

Need hardware support for address maps (e.g., base and limit registers) 

 
  e. In the layered approach to file system which organizes storage on disk drives, 

what are the roles of logical file system and file organization module? 
Answer: 

The roles of logical file system, file organization module 

The file organization module  

 knows about files and their logical blocks, and how they map to physical 

blocks on the disk.  

In addition to translating from logical to physical blocks, the file organization module 

also maintains the list of free blocks, and allocates free blocks to files as needed. 

The logical file system  

 deals with all of the meta data associated with a file ( UID, GID, mode, dates, 

etc ), i.e. everything about the file except the data itself.  

This level manages the directory structure and the mapping of file names to file 

control blocks, FCBs, which contain all of the meta data as well as block number 

information for finding the data on the disk. 

 
  f. Write down the definition of a distributed system and explain the naming and 

transparency of the distributed file system. 
Answer: 

The roles of logical file system, file organization module 

 

The file organization module  
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 knows about files and their logical blocks, and how they map to physical 

blocks on the disk.  

In addition to translating from logical to physical blocks, the file organization module 

also maintains the list of free blocks, and allocates free blocks to files as needed. 

The logical file system  

 deals with all of the meta data associated with a file ( UID, GID, mode, dates, 

etc ), i.e. everything about the file except the data itself.  

This level manages the directory structure and the mapping of file names to file 

control blocks, FCBs, which contain all of the meta data as well as block number 

information for finding the data on the disk. 

 
  g. What is meant by language based protection in systems? (7×4) 
Answer: 

Language based protection 

Specification of protection in a programming language allows the high-level 

description of policies for the allocation and use of resources.   

Language implementation can provide software for protection enforcement when 

automatic hardware-supported checking is unavailable.   

Interpret protection specifications to generate calls on whatever protection system is 

provided by the hardware and the operating system. 

 
 Q.2  Explain how the thread creation differs from the process creation and which is 

costlier? (4) 
Answer: 

When a new thread is created it shares  

 its code section, data section and operating system resources like open files 
with other threads. But it is allocated its own stack, register set and a program counter. 

The creation of a new process differs from that of a thread mainly in the fact that all 
the shared resources of a thread are needed explicitly for each process.  

So though two processes may be running the same piece of code they need to have 
their own copy of the code in the main memory to be able to run.  

Two processes also do not share other resources with each other. This makes the 
creation of a new process very costly compared to that of a new thread. 
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  b. Briefly state how the process synchronization happens in Windows XP.  (3)  
Answer: 

Synchronization in Windows 

 

 

 

 

 

     

   Fig: Mutex dispatcher object 

  c. Compare the logical and physical address spaces (4) 
Answer:  

Logical Versus Physical Address Space 

 The address generated by the CPU is a logical address, whereas the address actually 

seen by the memory hardware is a physical address 

Addresses bound at compile time or load time have identical logical and physical 

addresses  

Addresses created at execution time, however, have different logical and physical 

addresses  In this case the logical address is also known as a virtual address, 

 The set of all logical addresses used by a program composes the logical address 

space, and the set of all corresponding physical addresses composes the physical 

address space  

 
  d. Briefly explain the role of Memory Management Unit with a simple schematic 

that shows dynamic relocation using a relocation register. (7)  
Answer: 

The run time mapping of logical to physical addresses is handled by the memory-

management unit, MMU.  The MMU can take on many forms. One of the 

simplest is a modification of the  base-register scheme  

The base register is termed as relocation register, whose value is added to every 

 memory request at the hardware level.user programs never see physical addresses. 

Non 
signaled 

signaled 

Owner thread releases mutex lock 

Thread acquires  mutex lock 
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User programs work entirely in logical address space, and any memory references or 

manipulations are done using purely logical addresses. Only when the address gets 

sent to the physical memory chips is the physical memory address generated. 

 
 
 

  
 
 
 
 
 
 
 
 
 
 
 
  Fig: Dynamic relocation using a relocation register 
 
 Q.3 a. Explain the Peterson's solution to the critical section problem. (9) 
Answer: 

Peterson’s solution to critical section problem 

Peterson's Solution is a classic software-based solution to the critical section 
problem. it illustrates a number of important concepts. 

Peterson's solution is based on two processes, Pi and Pj, which alternate 
between their critical sections and remainder sections. 

Peterson's solution requires two shared data items: 

int turn - Indicates whose turn it is to enter into the critical section. If turn = 
= i, then process i is allowed into their critical section. 

Boolean flag[ 2 ] - Indicates when a process wants to enter into their critical 
section. When process i wants to enter their critical section, it sets flag[ i ] to 
true. 

 

Do{ 
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   Critical section; 

 

 

 Remainder section; 

}While(TRUE); 

From the code, the entry and exit sections are enclosed in boxes. 

In the entry section, process i first raises a flag indicating a desire to enter 
the critical section. 

Then turn is set to j to allow the other process to enter their critical 
section if process j so desires. 

The while loop is a busy loop ( notice the semicolon at the end ), which 
makes process i wait as long as process j has the turn and wants to enter the 
critical section. 

Process i lowers the flag[ i ] in the exit section, allowing process j to 
continue if it has been waiting. 

  b. Describe the necessary requirements a solution to the critical section problem 
must satisfy. (9) 

Answer: 

To prove that the solution is correct, the conditions listed below have to be 
examined: 

Mutual exclusion - If one process is executing their critical section when 
the other wishes to do so, the second process will become blocked by the 
flag of the first process. If both processes attempt to enter at the same time, 
the last process to execute "turn = j" will be blocked. 

Flag[i]=TRUE; 

Turn=j; 

While(Flag[j]==TRUE  &&  Turn == j); 

 

Flag[i]=FALSE; 
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Progress - Each process can only be blocked at the while if the other 
process wants to use the critical section ( flag[ j ] = = true ), and  it is the 
other process's turn to use the critical section ( turn = = j ).  

If both of those conditions are true, then the other process ( j ) will be 
allowed to enter the critical section, and upon exiting the critical section, 
will set flag[ j ] to false, releasing process i.  

The shared variable turn assures that only one process at a time can be 
blocked, and the flag variable allows one process to release the other when 
exiting their critical section. 

Bounded Waiting - As each process enters their entry section, they set the 
turn variable to be the other processes turn. Since no process ever sets it 
back to their own turn, this ensures that each process will have to let the 
other process go first at most one time before it becomes their turn again. 

The instruction "turn = j" is atomic, that is it is a single machine instruction 
which cannot be interrupted. 

 Q.4 a. Apply the FIFO Page replacement policy on the following reference string and 
find the number of page faults  

         (i)  if 3 frames are used 
         (ii) if 4 frames are used   (4+4) 
 
 
    
Answer: 

 

1  2 3 4  1  2  5  1  2  3 4  5 
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  b. Briefly explain the following criteria to compare CPU scheduling algorithms: 
   (i)      CPU utilization 
   (ii)     Throughput 
   (iii)    Turnaround time 
   (iv)    Waiting time 
   (v)     Response time (2x5)     
Answer: 
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 Q.5 a. Describe how the two-memory access problem is solved by the use of fast-look 

up cache called TLBs and in a simple paging system. What information is stored 
in a typical TLB table entry? Explain. (4) 

Answer: 
The implementation of page-table is done in the following way: 

Page table is kept in main memory. 

Page-table base register (PTBR) points to the page table.  

Page-table length register (PRLR) indicates size of the page table. 

 In this scheme every data/instruction access requires two memory accesses. One for 
the page table and one for the data/instruction.  

The two-memory access problem can be solved by the use of a special fast-lookup 
hardware cache called associative memory or translation look-aside buffers (TLBs).  

A set of associative registers is built of high-speed memory where each register 

consists of two parts: a key and a value. When the associative registers are 

presented with an item, it is compared with all keys simultaneously. If the item is 

found, the corresponding value field is the output. 

A typical TLB table entry consists of page number and frame number,  

when a logical address is generated by the CPU, its page number is presented to a set 

of associative registers that contain page number along with their corresponding frame 

numbers.  

If the page number is found in the associative registers, its frame number is available 

and is used to access memory. If the page number is not in the associated registers, a 

memory reference to the page table must be made. When the frame number is 
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obtained, it can be used to access memory and the page number along with its frame 

number is added to the associated register 

 

 
 
 
 
 
  b. Consider the following set of processes, with the length of CPU burst given in 

milliseconds: 
    

Process Burst Time Priority 
1P  10 3 

2P  1 1 

3P  2 3 

4P  1 4 

5P  5 2 
   The processes are assumed to have arrived in the order 1P , 2P , 3P , 4P  and 5P  all 

at time 0.   
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   (i)    Draw four Gantt charts that illustrate the execution of these processes 
using:  FCFS, SJF, nonpreemptive priority (a smaller priority number implies a 
higher priority)  and RR (quantum = 2)    (4) 

   (ii)     What is the turnaround time of each process for each of the scheduling 
algorithms in part (i)? (2.5 x 4) 

Answer: 

 



CT31                                                                        OPERATING SYSTEMS               DEC 2015 
 

© IETE                                                                                                                                 12 

 
 

 Q.6 a. (i)   Why the location independence plays a critical role in naming structure of 
DFS system? 

   (ii)    Detail the different cache update polices such as write-through, delayed-
write in distributed systems.  (3+3) 

Answer: 
(i)  Location independence  

file name does not need to be changed when the file’s physical storage location 

changes.  

 Better file abstraction.  

 Promotes sharing the storage space itself.  
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 Separates the naming hierarchy form the storage-devices hierarchy. 

(ii) Cache Update Policies  

Write-through – write data through to disk as soon as they are placed on any cache. 

Reliable, but poor performance.  

Delayed-write – modifications written to the cache and then written through to the 

server later. Write accesses complete quickly; some data may be overwritten before 

they are written back, and so need never be written at all.  

 Poor reliability; unwritten data will be lost whenever a user machine 

crashes.  

 Variation – scan cache at regular intervals and flush blocks that have been 

modified  since the last scan.  

 Variation – write-on-close, writes data back to the server when the file is 

closed. Best  for files that are open for long periods and frequently modified. 

  b. (i)  Draw the schematic that shows the components of a Linux Operating 
System.   

   (ii) Brief about the Linux kernel modules. (3+3) 
Answer: 

(i) The components of a Linux Operating System 

System 

management 

programs 

User process 
User utility 

programs 
compilers 

System shared libraries 

Linux kernel 

Loadable kernel modules 
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(ii) Kernel Modules: 

 The Sections of kernel code that can be compiled, loaded, and unloaded 

independent of the rest of the kernel. 

  A kernel module may typically implement a device driver, a file system, or a 

networking protocol. 

  The module interface allows third parties to write and distribute, on their own terms, 

device drivers or file systems that could not be distributed under the GPL.   

Kernel modules allow a Linux system to be set up with a standard, minimal kernel, 

without any extra device drivers built in.   

Three components to Linux module support: 

  module management   

 driver registration   

 conflict resolution 

  c. Explain symmetric encryption method. (6)  
Answer: 
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 Q.7 a. Explain indexed allocation method for blocks on disk. (10) 
Answer: 
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  b. Explain the main characteristics of   
   (i)    real time systems       (ii)   multimedia systems  (4+4)  
Answer: 
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