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 Q.2 a. Discuss data mining task primitives in detail. (2x4) 
 
Answer: Data Mining Task Primitives 

• We can specify a data mining task in the form of a data mining query. 
• This query is input to the system. 
• A data mining query is defined in terms of data mining task primitives. 

Note − These primitives allow us to communicate in an interactive manner with the data mining 
system. Here is the list of Data Mining Task Primitives − 

• Set of task relevant data to be mined. 
• Kind of knowledge to be mined. 
• Background knowledge to be used in discovery process. 
• Interestingness measures and thresholds for pattern evaluation. 
• Representation for visualizing the discovered patterns. 

Set of task relevant data to be mined 
This is the portion of database in which the user is interested. This portion includes the 
following − 

• Database Attributes 
• Data Warehouse dimensions of interest 

Kind of knowledge to be mined 
It refers to the kind of functions to be performed. These functions are − 

• Characterization 
• Discrimination 
• Association and Correlation Analysis 
• Classification 
• Prediction 
• Clustering 
• Outlier Analysis 
• Evolution Analysis 

Background knowledge 
The background knowledge allows data to be mined at multiple levels of abstraction. For 
example, the Concept hierarchies are one of the background knowledge that allows data to be 
mined at multiple levels of abstraction. 
Interestingness measures and thresholds for pattern evaluation 
This is used to evaluate the patterns that are discovered by the process of knowledge discovery. 
There are different interesting measures for different kind of knowledge. 
Representation for visualizing the discovered patterns 
This refers to the form in which discovered patterns are to be displayed. These representations 
may include the following − 

• Rules 
• Tables 
• Charts 
• Graphs 
• Decision Trees 
• Cubes 

 
  b.  Describe briefly the Data Mining functionalities, highlighting the kind of 

patterns that can be mined. (8) 
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Q.3 a.  Describe the process of data cleansing. (8) 
 
Answer: The process of data cleansing 
• Data auditing: The data is audited with the use of statistical and database methods to detect 

anomalies and contradictions: this eventually gives an indication of the characteristics of the 
anomalies and their locations. Several commercial software packages will let you specify 
constraints of various kinds (using a grammar that conforms to that of a standard 
programming language, e.g., JavaScript or Visual Basic) and then generate code that checks 
the data for violation of these constraints. This process is referred to below in the bullets 
"workflow specification" and "workflow execution." For users who lack access to high-end 
cleansing software, Microcomputer database packages such as Microsoft Access or File 
Maker Pro will also let you perform such checks, on a constraint-by-constraint basis, 
interactively with little or no programming required in many cases. 

• Workflow specification: The detection and removal of anomalies is performed by a 
sequence of operations on the data known as the workflow. It is specified after the process of 
auditing the data and is crucial in achieving the end product of high-quality data. In order to 
achieve a proper workflow, the causes of the anomalies and errors in the data have to be 
closely considered. 

• Workflow execution: In this stage, the workflow is executed after its specification is 
complete and its correctness is verified. The implementation of the workflow should be 

http://en.wikipedia.org/wiki/Statistical
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efficient, even on large sets of data, which inevitably poses a trade-off because the execution 
of a data-cleansing operation can be computationally expensive. 

• Post-processing and controlling: After executing the cleansing workflow, the results are 
inspected to verify correctness. Data that could not be corrected during execution of the 
workflow is manually corrected, if possible. The result is a new cycle in the data-cleansing 
process where the data is audited again to allow the specification of an additional workflow 
to further cleanse the data by automatic processing. 

 
  b.  Explain the need of data discretization.  How is it performed?  In the same 

context explain concept hierarchy generation.   (2+3+3) 
 
Answer:  
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 Q.4  a. Discuss the three-tier data warehouse architecture. (8) 
  
Answer: Three-Tier Data Warehouse Architecture 
Generally a data warehouses adopts a three-tier architecture. Following are the three tiers of the 
data warehouse architecture. 

• Bottom Tier - The bottom tier of the architecture is the data warehouse database server. 
It is the relational database system. We use the back end tools and utilities to feed data 
into the bottom tier. These back end tools and utilities perform the Extract, Clean, Load, 
and refresh functions. 

• Middle Tier - In the middle tier, we have the OLAP Server that can be implemented in 
either of the following ways. 

o By Relational OLAP (ROLAP), which is an extended relational database 
management system. The ROLAP maps the operations on multidimensional data 
to standard relational operations. 

o By Multidimensional OLAP (MOLAP) model, which directly implements the 
multidimensional data and operations. 

• Top-Tier - This tier is the front-end client layer. This layer holds the query tools and 
reporting tools, analysis tools and data mining tools. 

The following diagram depicts the three-tier architecture of data warehouse: 
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  b. Explain how data mining system can be integrated with database/dataware 

house system. (8) 
 
Answer:  There is a LARGE  variety of data mining systems available. Data mining systems 
may integrate techniques from the following − 

• Spatial Data Analysis 
• INFORMATION  Retrieval 
• Pattern Recognition 
• IMAGE  Analysis 
• Signal Processing 
• Computer Graphics 
• Web Technology 
• BUSINESS  
• Bioinformatics 

Data Mining System Classification 
A data mining SYSTEM  can be classified according to the following criteria − 

• Database Technology 
• Statistics 
• Machine Learning 
• INFORMATION  Science 
• Visualization 
• OTHER  Disciplines 
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Apart from these, a data mining system can also be classified based on the kind of (a) databases 
mined, (b) knowledge mined, (c) techniques utilized, and (d) APPLICATIONS  adapted. 
Classification Based on the Databases Mined 
We can classify a data mining system according to the kind of databases mined. Database 
system can be classified according to different criteria such as data models, TYPES  of data, 
etc. And the data mining system can be classified accordingly. 
For example, if we classify a database according to the data model, then we may have a 
relational, TRANSACTIONAL , object-relational, or data warehouse mining system. 
Classification Based on the kind of Knowledge Mined 
We can classify a data mining system according to the kind of knowledge mined. It means the 
data mining system is classified on the BASIS  of functionalities such as − 

• Characterization 
• Discrimination 
• Association and Correlation Analysis 
• Classification 
• Prediction 
• Prediction 
• Outlier Analysis 
• Evolution Analysis 

Classification Based on the Techiques Utilized 
We can classify a data mining system according to the kind of techniques used. We can describe 
these techniques according to the degree of USER  interaction involved or the methods of 
analysis employed. 
Classification Based on the Applications Adapted 
We can classify a data mining system according to the APPLICATIONS adapted. These 
applications are as follows − 

• Finance 
• Telecommunications 
• DNA 
• Stock Markets 
• E-MAIL  

Integrating a Data Mining System with a DB/DW System 
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If a data mining system is not integrated with a database or a data warehouse system, then there 
will be no system to COMMUNICATE with. This scheme is known as the non-coupling 
scheme. In this scheme, the main focus is on data mining design and on developing efficient 
and effective algorithms for mining the available data sets. 
The list of Integration Schemes is as follows − 

• No Coupling − In this scheme, the data mining system does not utilize any of the 
database or data warehouse functions. It fetches the data from a particular source and 
processes that data using some data mining algorithms. The data mining RESULT  is 
stored in another file. 

• Loose Coupling − In this scheme, the data mining system may use some of the functions 
of database and data warehouse system. It fetches the data from the data respiratory 
managed by these systems and performs data mining on that data. It then stores the 
mining RESULT  either in a file or in a designated place in a database or in a data 
warehouse. 

• Semi−tight Coupling - In this scheme, the data mining system is LINKED  with a 
database or a data warehouse system and in addition to that, efficient implementations of 
a few data mining primitives can be provided in the database. 

• Tight coupling − In this coupling scheme, the data mining system is smoothly integrated 
into the database or data warehouse system. The data mining subsystem is treated as one 
functional component of an INFORMATION  system. 

 
 Q.5  a.  What do you understand by “data cube”?  Explain the terms Full cube, Iceberg 

cube, Closed cube and Shell cube. (2+6) 
 
Answer:  
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  b.  What is attribute oriented induction?  What is its use in data characterization, 

explain with examples? (3+5) 
 
Answer:  
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 Q.6   a. Explain Bayesian classification with suitable example. (8) 
 
Answer: Bayesian classification is based on Bayes' Theorem. Bayesian classifiers are the 
statistical classifiers. Bayesian classifiers can predict class membership probabilities such as the 
probability that a given tuple belongs to a PARTICULAR  class. 
Baye's Theorem 
Bayes' Theorem is NAMED  after Thomas Bayes. There are two types of probabilities − 

• Posterior Probability [P(H/X)] 
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• Prior Probability [P(H)] 
where X is data tuple and H is some hypothesis. 
According to Bayes' Theorem, 
P(H/X)= P(X/H)P(H) / P(X) 
Bayesian Belief Network 
Bayesian Belief Networks specify joint CONDITIONAL  probability distributions. They are 
also known as Belief Networks, Bayesian Networks, or Probabilistic Networks. 

• A Belief Network allows CLASS  conditional independencies to be defined between 
subsets of variables. 

• It provides a graphical model of causal relationship on which learning can be performed. 
• We can use a TRAINED  Bayesian Network for classification. 

There are two components that define a Bayesian Belief Network − 
• Directed acyclic graph 
• A set of conditional probability tables 

Directed Acyclic Graph 
• Each node in a directed acyclic graph represents a random variable. 
• These variable may be discrete or CONTINUOUS  valued. 
• These variables may correspond to the actual attribute given in the data. 

Directed Acyclic Graph Representation 
The following diagram SHOWS  a directed acyclic graph for six Boolean variables. 

 
The arc in the diagram allows representation of causal knowledge. For EXAMPLE , lung 
cancer is influenced by a person's family history of lung cancer, as well as whether or not the 
person is a smoker. It is worth noting that the variable PositiveXray is independent of whether 
the patient has a family history of lung cancer or that the patient is a smoker, given that we 
know the patient has lung cancer. 
Conditional Probability Table 
The arc in the diagram allows representation of causal knowledge. For EXAMPLE , lung 
cancer is influenced by a person's family history of lung cancer, as well as whether or not the 
person is a smoker. It is worth noting that the variable PositiveXray is independent of whether 
the patient has a family history of lung cancer or that the patient is a smoker, given that we 
know the patient has lung cancer. 
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  b. Give the difference between classification and prediction. (4) 
 
Answer: Classification   

 predicts categorical class labels (discrete or nominal) 
 classifies data (constructs a model) based on the training set and the values (class 

labels) in a classifying attribute and uses it in classifying new data 
 Prediction   

 models continuous-valued functions, i.e., predicts unknown or missing values  
 Typical applications 

 Credit approval 
 Target marketing 
 Medical diagnosis 
 Fraud detection 

 
  c. Discuss different types of association rules in data mining. (4) 
 
Answer: An association rule has two parts, an antecedent (if) and a consequent (then). An 
antecedent is an item FOUND  in the data. A consequent is an item that is found in combination 
with the antecedent. 
Association rules are created by analyzing data for frequent if/then patterns and using the 
criteriasupport and confidence to identify the most IMPORTANT relationships. Support is an 
indication of how frequently the items APPEAR  in the database. Confidence indicates 
the NUMBER  of times the if/then statements have been found to be true. 
In data mining, association rules are useful for analyzing and predicting customer behavior. 
They PLAY  an important part in shopping basket data analysis, product clustering, catalog 
design and store layout. 
Programmers use association rules to build PROGRAMS  capable ofmachine 
learning.  Machine learning is a TYPE  of artificial intelligence (AI) that seeks to build 
programs with the ability to become more efficient without being explicitly programmed.  
 
 Q.7  a.  What is back propagation?  How is it used to classify patterns? (4+4) 
 
Answer:  
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  b. Explain linear and non-linear methods of prediction.  In which case will you use 

each, explain with example. (4+4) 
 

Answer:  
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 Q.8 a. Describe the working of Partitioning Around Medoids (PAM) algorithm. (8) 
 
Answer: The most common realisation of k-medoid clustering is the Partitioning Around 
Medoids (PAM) algorithm and is as follows:[2] 

1. Initialize: randomly select (without replacement) k of the n data points as the medoids 
2. Associate each data point to the closest medoid. ("closest" here is defined using any 

valid distance metric, most commonly Euclidean distance, Manhattan 
distance or Minkowski distance) 

3. For each medoid m 
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1. For each non-medoid data point o 
1. Swap m and o and compute the total cost of the configuration 

4. Select the configuration with the lowest cost. 
5. Repeat steps 2 to 4 until there is no change in the medoid. 

 
  b.  What is cluster analysis, how is it different from classification?  Discuss the 

types of data that occur in cluster analysis. (3+5) 
 
Answer:   
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 Q.9 a. Describe various applications of data mining. (8) 
 
Answer: Data mining is widely used in diverse areas. There are a number of commercial data 
mining system available today and yet there are many challenges in this field.  
Data Mining Applications 
Here is the list of areas where data mining is widely used − 

• Financial Data Analysis 
• Retail Industry 
• Telecommunication Industry 
• Biological Data Analysis 
• Other Scientific Applications 
• Intrusion Detection 
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Financial Data Analysis 
The financial data in banking and financial industry is generally reliable and of high quality 
which facilitates systematic data analysis and data mining. Some of the typical cases are as 
follows − 

• Design and construction of data warehouses for multidimensional data analysis and data 
mining. 

• Loan payment prediction and customer credit policy analysis. 
• Classification and clustering of customers for targeted marketing. 
• Detection of money laundering and other financial crimes. 

Retail Industry 
Data Mining has its great application in Retail Industry because it collects large amount of data 
from on sales, customer purchasing history, goods transportation, consumption and services. It 
is natural that the quantity of data collected will continue to expand rapidly because of the 
increasing ease, availability and popularity of the web. 
Data mining in retail industry helps in identifying customer buying patterns and trends that lead 
to improved quality of customer service and good customer retention and satisfaction. Here is 
the list of examples of data mining in the retail industry − 

• Design and Construction of data warehouses based on the benefits of data mining. 
• Multidimensional analysis of sales, customers, products, time and region. 
• Analysis of effectiveness of sales campaigns. 
• Customer Retention. 
• Product recommendation and cross-referencing of items. 

Telecommunication Industry 
Today the telecommunication industry is one of the most emerging industries providing various 
services such as fax, pager, cellular phone, internet messenger, images, e-mail, web data 
transmission, etc. Due to the development of new computer and communication technologies, 
the telecommunication industry is rapidly expanding. This is the reason why data mining is 
become very important to help and understand the business. 
Data mining in telecommunication industry helps in identifying the telecommunication patterns, 
catch fraudulent activities, make better use of resource, and improve quality of service. Here is 
the list of examples for which data mining improves telecommunication services − 

• Multidimensional Analysis of Telecommunication data. 
• Fraudulent pattern analysis. 
• Identification of unusual patterns. 
• Multidimensional association and sequential patterns analysis. 
• Mobile Telecommunication services. 
• Use of visualization tools in telecommunication data analysis. 

Biological Data Analysis 
In recent times, we have seen a tremendous growth in the field of biology such as genomics, 
proteomics, functional Genomics and biomedical research. Biological data mining is a very 
important part of Bioinformatics. Following are the aspects in which data mining contributes for 
biological data analysis − 

• Semantic integration of heterogeneous, distributed genomic and proteomic databases. 
• Alignment, indexing, similarity search and comparative analysis multiple nucleotide 

sequences. 
• Discovery of structural patterns and analysis of genetic networks and protein pathways. 
• Association and path analysis. 
• Visualization tools in genetic data analysis. 
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Other Scientific Applications 
The applications discussed above tend to handle relatively small and homogeneous data sets for 
which the statistical techniques are appropriate. Huge amount of data have been collected from 
scientific domains such as geosciences, astronomy, etc. A large amount of data sets is being 
generated because of the fast numerical simulations in various fields such as climate and 
ecosystem modeling, chemical engineering, fluid dynamics, etc. Following are the applications 
of data mining in the field of Scientific Applications − 

• Data Warehouses and data preprocessing. 
• Graph-based mining. 
• Visualization and domain specific knowledge. 

Intrusion Detection 
Intrusion refers to any kind of action that threatens integrity, confidentiality, or the availability 
of network resources. In this world of connectivity, security has become the major issue. With 
increased usage of internet and availability of the tools and tricks for intruding and attacking 
network prompted intrusion detection to become a critical component of network 
administration. Here is the list of areas in which data mining technology may be applied for 
intrusion detection − 

• Development of data mining algorithm for intrusion detection. 
• Association and correlation analysis, aggregation to help select and build discriminating 

attributes. 
• Analysis of Stream data. 
• Distributed data mining. 
• Visualization and query tools. 

 
  b. What is web mining? Explain the techniques in web mining. (8) 
 
Answer: In customer relationship management (CRM), Web mining is the integration of 
information gathered by traditional data mining methodologies and techniques with information 
gathered over the World Wide Web. (Mining means extracting something useful or valuable 
from a baser substance, such as mining gold from the earth.) Web mining is used to understand 
customer behavior, evaluate the effectiveness of a particular Web site, and help quantify the 
success of a marketing campaign. 
 
Web mining allows you to look for patterns in data through content mining, structure mining, 
and usage mining. Content mining is used to examine data collected by search engines and 
Webspiders. Structure mining is used to examine data related to the structure of a particular Web 
site and usage mining is used to examine data related to a particular user's browser as well as 
data gathered by forms the user may have submitted during Web transactions. 
The information gathered through Web mining is evaluated (sometimes with the aid of software 
graphing applications) by using traditional data mining parameters such as clustering and 
classification, association, and examination of sequential patterns. 
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