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 Q.2 a. Define a multimedia system. Describe about the different components of 
Multimedia.  (2+3)   

Answer:             
Multimedia ---- An Application which uses a collection of multiple media sources e.g. text, 
graphics, images, sound, animation and video. 
 
Multimedia is the field concerned with the computer  controlled integration of text, graphics, 
drawings, still and moving images (Video), animation, audio, and any other media where 
every type of information can be represented, stored, transmitted and processed 
digitally 
Basic components in multimedia 
Text 
A text is a coherent set of symbols that transmits some kind of informative message. Text 
Inclusion of textual information in multimedia is the basic step towards development of 
multimedia software. Text can be of any type, may be a word, a single line, or a paragraph. The 
textual data for multimedia can be developed using any text editor. However to give special 
effects, one needs graphics software which supports this kind of job. The text can have different 
type, size, color and style.  
 
Images & graphic 
 
A digital image is a representation of a two-dimensional image using ones and zeros (binary).  
Depending on whether or not the image resolution is fixed, it may be of vector or raster type. 
Without qualifications, the term "digital image" usually refers to raster images also called bitmap 
images. 
 
 Another interesting element in multimedia is graphics. As a matter of fact, taking into 
consideration the human nature, a subject is more explained with some sort of pictorial/graphical 
representation 
 
Audio 
Audio is sound within the acoustic range available to humans. An audio frequency (AF) is an 
electrical alternating current within the 20 to 20,000 hertz (cycles per second) range that can be 
used to produce acoustic sound. Sound is a sequence of naturally analog signals that are 
converted to digital signals by the audio card, using a microchip called an analog-to-digital 
converter (ADC). When sound is played, the digital signals are sent to the speakers where  
they are converted back to analog signals that generate varied sound. 
 
Animation 
 
A simulation of movement created by displaying a series of pictures, or frames. Cartoons on 
television is one example of animation. Animation on computers is one of the chief ingredients 
of multimedia presentations. There are many software applications that enable you  
to create animations that you can display on a computer monitor. 
 
 
 
Video 
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Beside animation there is one more media element, which is known as video. With latest technology 
it is possible to include video impact on clips of any type into any multimedia creation, be it 
corporate presentation, fashion design, entertainment games, etc. 
The video clips may contain some dialogues or sound effects and moving pictures. These video 
clips can be combined with the audio, text and graphics for multimedia presentation. 
Incorporation of video in a multimedia package is more important and complicated than other 
media elements. One can procure video clips from various sources such as existing video films 
or even can go for an outdoor video shooting.                                                                                         
      
  b. Discuss the method of accomplishing Animation in Flash. (5) 
Answer: 
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  c. Define VRML.  Write short notes on VRML 1.0 and VRML 2.0. (3+3)   

Answer:  
The Virtual Reality Modeling Language (VRML) allows us to describe 3D objects, and combine  
them into interactive scenes and worlds. The virtual worlds - which can integrate 3D graphics,  
multimedia, and interactivity - can be accessed through the WWW (http). The remote users can  
explore the content interactively in much more sophisticated ways than clicking/scrolling. VRML  
is not a programming language like JAVA, nor is it a "Markup Language" like HTML. It is a  
modelling language, which means we use it to describe 3D scenes. It's more complex than  
HTML, but less complex (except for the scripting capability) than a programming language.  
VRML is a (text)file-format that integrates 3D graphics and multimedia: a simple language for  
describing 3D shapes and interactive environments. We can create(write) a VRML file using  
either any text editor or "wordbuilder" authoring software. To view a VRML file we need either a  
standalone VRML browser or a Netscape plug-in  
VRML 1.0 allowed to create static 3D worlds assembled from static objects, which could be  
hyperlinked to other worlds, as well as to HTML documents. Visitors of the worlds were able to  
"fly" or "walk" around the static objects, and the only way of interaction was possible by  
"clicking" on a hyperlinked object, which worked like a hyperlink on a www-page: dropped to the  
target of the link.  
In VRML 2.0 objects can be animated, and they can respond to both time-based and user-

initiated events. VRML 2.0 also allows us to incorporate multimedia objects(for 
example sound and movies) in our scenes. 

 
 Q.3 a. Describe the color models YUV, YIQ and YCbCr used to describe the colors in 

video.  (3+3+3) 
Answer: YUV Color Model 
First, it codes a luminance signal (for gamma-corrected signals) equal to Y ‘ The luma Y ‘ is 
similar, but not exactly the same as, the CIE luminance value Y, gamma-corrected.  
As well as magnitude or brightness we need a colorfulness scale, and to this end chrominance 
refers to the difference between a color and a reference white at the same luminance. It can be 
represented by the color differences U, V: 
U = B’ – Y’ 
V = R’ − Y ’ 

 
YIQ Color Model 
YIQ (actually, Y ‘ I Q) is used in NTSC color TV broadcasting. Again, gray pixels generate zero 
(I, Q) chrominance signal. The original meanings of these names came from combinations of 
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analog signals, I for “in-phase chrominance” and Q for  “quadrature chrominance” signal—these 
names can now be safely ignored. 
It is thought that, although U and V are more simply defined, they do not capture 
the most-to-least hierarchy of human vision sensitivity. Although U and V nicely 
define the color differences, they do not best correspond to actual human perceptual 
color sensitivities. In NTSC, I and Q are used instead. 

 
 
YCbCr Color Model 
The international standard for component (3-signal, studio quality) digital video  
uses another color space,YCbCr , often simply written YCbCr. The YCbCr transform 
is closely related to the YUV transform. YUV is changed by scaling such that Cb is 
U, but with a coefficient of 0.5 multiplying B’. In some software systems, Cb and 
Cr are also shifted such that values are between 0 and 1. This makes the equations 
as follows:  

 

 
                                         
  
  b. Write the advantages of digital representation of video. (3) 
Answer:  
Digital Video 
The advantages of digital representation for video are many. It permits 
• Storing video on digital devices or in memory, ready to be processed (noise 
     removal, cut and paste, and so on) and integrated into various multimedia applications. 
• Direct access, which makes nonlinear video editing simple. 
• Repeated recording without degradation of image quality. 
• Ease of encryption and better tolerance to channel noise. 
 
  c. Write short note on NTSC video standard. (4)  
Answer:  
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The NTSC TV standard is mostly used in North America and Japan. It uses a familiar 4:3 aspect 
ratio (i.e., the ratio of picture width to height) and 525 scan lines per frame at 30 fps. The NTSC 
television standard defines a composite video signal with a refresh rate of 60 half-frames  
(interlaced) per second. Each frame contains 525 lines with up to 16 million different colors. 
 National Television System Committee( NTSC) is responsible for setting television and video 
standards in the United States (in Europe and the rest of the world, the dominant television 
standards are PAL and SECAM). The NTSC standard for television defines a composite video 
signal with a refresh rate of 60 half-frames(interlaced) per second. Each frame contains 525 lines 
and can contain 16 million different colors. 
The NTSC standard is incompatible with most computer video standards, which generally use 
RGB video signals. However, you can insert special video adapters into your computer that 
convert NTSC signals into computer video signals and vice versa. 
        
                                                                   
   Q.4      a. What do you understand by Huffman coding? What is the principle in generating 

the Huffman code? (3+5) 
Answer:  
Huffman coding is a statistical technique which attempts to reduce the amount of bits required to 
represent a string of symbols. The Huffman code for an alphabet (set of symbols) may be 
generated by constructing a binary tree with nodes containing the symbols to be encoded and 
their probabilities of occurrence. Huffman coding is based on the frequency of occurrence of a 
data item (pixel in images). The principle is to use a lower number of bits to encode the data that 
occurs more frequently. Codes are stored in a Code Book which may be constructed for each 
image or a set of images. In all cases the code book plus encoded data must be transmitted to 
enable decoding. 
Algorithm : 
1. Initialization: put all symbols on the list sorted according to their frequency counts. 
2. Repeat until the list has only one symbol left. 
(a) From the list, pick two symbols with the lowest frequency counts. Form a Huffman subtree 
that has these two symbols as child nodes and create a parent node for them. 
(b) Assign the sum of the children’s frequency counts to the parent and insert it into the list, 
such that the order is maintained. 
(c) Delete the children from the list. 
3. Assign a codeword for each leaf based on the path from the root. 
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Huffman algorithm are described in the following bottom-up manner. Let us use the  example 
word, HELLO. A  binary coding tree will be used as above, in which the left branches are coded 
0 and right branches 1. 
For instance, the code 0 assigned to L ,10 for H or 110 for E or 111 for O, 
110 for E or 111 for O. 
                    

b. Differentiate between DPCM and ADPCM.   (2+2)  
Answer:  
DPCM: Differential Pulse Code Modulation is exactly the same as Predictive Coding, Predictive 
coding except that it incorporates a quantizer step. Quantization is as in PCM 
and can be uniform or nonuniform. Stores a multibit difference value. A bipolar D/A converter is 
used for playback to convert the successive difference values to an analog waveform.  
ADPCM: Stores a difference value that has been mathematically adjusted according to the slope 
of the input waveform. Bipolar D/A converter is used to convert the stored digital code to analog 
for playback. Example to be based on the above stated difference. 
  

  c. What is MIDI?  Discuss the basic MIDI message structure.           (2+2) 
Answer: 

 
Q.5     a.  What is the significance of JPEG standard? Describe any two modes that 

JPEG standard support.                    (4+4) 
Answer:  
JPEG is designed for compressing either full-color or gray-scale images of natural, real-world 
scenes. JPEG is a lossy compression algorithm. When we create a JPEG or convert an image 
from another format to a JPEG, we are asked to specify the quality of image we want. Since the 
highest quality results in the largest file, we can make a trade-off between image quality and file 
size. The lower the quality, the greater the compression, and the greater the degree of 
information loss. JPEGs are best suited for continuous tone images like photographs or natural 
artwork; not so well on sharp-edged or flat-color art like lettering, simple cartoons, or line 
drawings. JPEG compression introduces noise into solid-color areas, which can distort and even 
blur flat-color graphics. All Web browsers most support JPEGs, and a rapidly growing number 
support progressive JPEGs. 
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 JPEG Modes: The JPEG standard supports numerous modes (variations). Some of the 
commonly used ones are: 
 Sequential Mode. This is the default JPEG mode. Each gray-level image or color image 
component is encoded in a single left-to-right, top-to-bottom scan. We implicitly assumed this 
mode in the discussions so far. The ‘Motion JPEG’ video codec uses Baseline Sequential JPEG, 
applied to each image frame in the video. 
Progressive Mode. Progressive JPEG delivers low-quality versions of the image quickly, 
followed by higher-quality passes, and has become widely supported in web browsers. Such 
multiple scans of images are of course most useful when the speed of the communication line is 
low. In Progressive Mode, the first few scans carry only a few bits and deliver a rough picture of 
what is to follow. After each additional scan, more data is received, and image quality is 
gradually enhanced. The advantage is that the user-end has a choice whether to continue 
receiving image data after the first scan(s). Progressive JPEG can be realized in one of the 
following two ways. The main steps (DCT, quantization, etc.) are identical to those in Sequential 
Mode. 
 
  b. Define Discrete Cosine Transform (DCT) and Discrete Wavelet Transform 

(DWT).  List out the different characteristics of DCT.     (4+4)      
Answer:  
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 Q.6 a. Explain the characteristic of data stream used by H.261 and H.263. (4+4)  
Answer: 
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   b. Explain various parts of the MPEG-1 standard. Describe the MPEG-1 video 

standard mentioning the roles of I-,P- and B- frames.        (4+4) 
Answer:  
The MPEG-1 standard, also referred to as ISO/IEC 11172 , has five parts: 
11172-1 Systems, 
 11172-2 Video, 
 11172-3 Audio,  
11172-4 Conformance, and 
11172-5 Software. 
 Briefly, Systems takes care of, among many things, dividing output into packets of bitstreams, 
multiplexing, and synchronization of the video and audio streams. Conformance (or compliance) 
specifies the design of tests for verifying whether a bitstream or decoder complies with the 
standard. Software includes a complete software implementation of the MPEG-1 standard 
decoder and a sample software implementation of an encoder. 
 
In the field of video compression a video frame is compressed using different algorithms These different 
algorithms for video frames are called picture types or frame types. The major picture types used in 
the different video algorithms are I and P . They are different in the following characteristics:  
 An I-frame is an 'Intra-coded picture', in effect a fully specified picture, like a conventional static image 
file: that is it is treated as independent image . P-frames hold only part of the image information, so they 
need less space to store than an I-frame, and thus improve video compression rates. I-frames are the 
least compressible but don't require other video frames to decode. I-frames coding performs only spatial 
redundancy removal  
A P-frame ('Predicted picture') are not independent holds only the changes in the image from the 
previous frame. They are coded by forward predictive coding method. For example, in a scene where a 
car moves across a stationary background, only the car's movements need to be encoded. The encoder 
does not need to store the unchanging background pixels in the P-frame, thus saving space. P-frames 
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can use data from previous frames to decompress and are more compressible than I-frames. Temporal 
redundancy removal is included in P-frame coding.  
 B-frames and their accompanying  bidirectional motion compensation. In addition to the forward 
prediction, a backward prediction is also performed, in which the matching macroblock is obtained 
from a future I- or P-frame in the video sequence. A B-frame ('Bi-predictive picture') saves even 
more space by using differences between the current frame and both the preceding and following 
frames to specify its content. 
 
 Q.7   a.  Define MPEG-21 and its various key elements. (3+5) 
Answer: 
MPEG-21: As we stepped into the new century (and millennium), multimedia had seen its 
ubiquitous use in almost all areas, An ever-increasing number of content creators and content 
consumers emerge daily in society. However, there is no uniform way to define, identify, describe, 
manage and protect multimedia frame work to enable transparent and augmented use of 
multimedia resources across a wide range of networks and devices used by different communities. 
Its seven key elements are:  
(i) Digital item declaration, to establish a uniform and flexible abstraction and interoperable schema 

for declaring digital items.  
 
(ii) Digital item identification and description, to establish a frame work for standardized 

identification and description of digital items, regardless of their origin, type or 
granularity.  

 
(iii) Content management and usage, to provide an interface and protocol that facilitate management 

and use of the content.  
 
(iv) Intellectuals’ property management and protection (IPMP), to enable contents to be reliably 
managed and protected.  
 
(v) Terminals and networks, to provide interoperable and transparent access to content with quality 

of service (CEOS) across a wide range of networks and terminals.  
 

(vi) Content representation, to represent content in a adequate way to pursuing the objective of 
MPEG-21, namely “content any time anywhere”  

 
(vii) Event reporting, to establish metrics and interfaces for reporting events, so as to 

understand performance and alternatives. 
 
  b. Distinguish between channel vocoder and formant vocoder by briefly 

describing each one of them.  (4+4) 
Answer:  
Vocoders are specifically voice coders. Vocoders are concerned with modeling speech, so that 
the salient features are captured in as few bits as possible. They use either a model of the speech 
waveform in time (Linear Predictive Coding (LPC) vocoding), or else break down the signal into 
frequency components and model these (channel vocoders and formant vocoders). 
 Channel Vocoder 
A channel vocoder first applies a filter bank to separate out the different frequency components,  
The filter bank derives relative power levels for each frequency range. A subband coder would 
not rectify the signal and would use wider frequency bands. 
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A channel vocoder also analyzes the signal to determine the general pitch of the speech—low 
(bass), or high (tenor)—and also the excitation of the speech. Speech excitation is mainly 
concerned with whether a sound is voiced or unvoiced.  
 
 Formant Vocoder 
It turns out that not all frequencies present in speech are equally represented. Instead, 
only certain frequencies show up strongly, and others are weak. This is a direct 
consequence of how speech sounds are formed, by resonance in only a few chambers 
of the mouth, throat, and nose. The important frequency peaks are called formants . 
The peak locations however change in time,as speech continues. For example, two different 
vowel sounds would activate different sets of formants—this reflects the different vocal-tract 
configurations necessary to form each vowel. Usually, a small segment of speech is analyzed, 
say 10–40 ms, and formants are found. A Formant Vocoder works by encoding only the most 
important frequencies.  
 
 Q.8   a. When should RTP be used and when should RTSP be used? Is there any 

advantage in combining the protocols?         (2+2)     
Answer:  
Real-Time Transport Protocol (RTP), is designed for the transport of real-time data, such as 
audio and video streams. As we have seen, networked multimedia applications have diverse 
characteristics and demands; there are also tight interactions between the network and the media. 
Hence, RTP’s design follows two key principles, namely application layer framing, i.e., framing 
for media data should be performed properly by the application layer, and integrated layer 
processing, i.e., integrating multiple layers into one to allow efficient cooperation. 
 
The Real Time Streaming Protocol (RTSP) is a network control protocol designed for use in 

entertainment and communications systems to control streaming media servers. 
The protocol is used for establishing and controlling media sessions between end 
points. Clients of media servers issue VCR-like commands, such as play and 
pause, to facilitate real-time control of playback of media files from the server. 
The transmission of streaming data itself is not a task of the RTSP protocol. Most 
RTSP servers use the Real-time Transport Protocol (RTP) for media stream 
delivery, however some vendors implement proprietary transport protocols. The 
RTSP server from RealNetworks, for example, also features RealNetworks' 
proprietary RDT stream transport.   

  b. State any four parameters on which Quality of service for multimedia 
depends.  (4) 

Answer: 
• Quality of service parameters:  
• Supply time for initial connection  
• Fault rate  
• Fault repair time 
• Unsuccessful call ratio 
• Call set-up time 
• Response times for operator services  
• Response time for directory enquiry services  
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  c. Explain MP3 coding technique with a block diagram. (4+4) 
Answer: 
The overall algorithm is broken up into 4 main parts. 
 
Part 1 divides the audio signal into smaller  pieces, these are called frames. An MDCT filter  
is then performed on the output. 
 
Part 2 passes the sample into a 1024-point  FFT, and then the psychoacoustic model is  
applied. Another MDCT filter is performed on the output.  
 
Part 3 quantifies and encodes each sample. This is also known as noise allocation. The  
noise allocation adjusts itself in order to meet the bit rate and sound masking requirements. 
 
Part 4 formats the bitstream, called an audio frame. An audio frame is made up of 4 parts,  
The Header, Error Check, Audio Data, and Ancillary Data.  

 
   

                                               
  
 Q.9   a. What are the various techniques of animation in multimedia? Explain 

principles of animation.    (4+4) 
Answer: 
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  b. Describe the working principle of encoding digital data on a CD Surface. 

Differentiate between CD-R and CD-RW. (4+4) 
Answer: 
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