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Q.2 a. Draw the block diagram of radar and explain the working of its each block.

Answer:

The operation of a pulse radar may be described with the aid of the simple block diagram
of Fig. 1.4. The uansmitter may be a power amplifier, such as the Klystron, traveling wave
tube, or transistor amplifier, It might also be a power oscillator, such as the magnetron.
The magnetron oscillator has been widely used for pulse radars of modest capability; but
the amplifier is preferred when high average power is necessary, when other than simple
pulse waveforms are required (as in pulse compression), or when good performance is
needed in detecting moving targets in the midst of much larger clutter echoes based on
the doppler frequency shifl (the subject of Chap. 3). A power amplifier is indicated jn Fig.
1.4. The radar signal is produced at low power by a waveform gencrator, which is then
the input 1o, the power. amplifier. In. most power amplifiers, except for solid-state power
sources, a modulator (Sec. 10.7) turns the transmilter on and off in synchronizm with the
input pulses. When a power gscillator js used, it is also turned on and off by a pufse mod-
wlator 1o generate @ pulse waveform.

The output of the transmitter is-delivered 1o the anfenng by a waveguide or other form
of transmissionline, where it is radiated into space. Aniennas can be mgchanically sieered

parabolic reflectors, mechanically steered planar arrays, or electronically steered ph:l.wd

arrays (Chap. 9). On transiit the parabolic reflector focuses the energy into a narow
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beam, just 45 does an automobile headlight or a searchlight. A phased array antenna is a
collection of nunergus small radiating elements whose signals combine in space to pro-
duce a radiating plane wave. Using phase shifters at each of the radiating clements, an
electrenically steered phased array can rapidly change the direction of the antenna beam
in spice without mechanically moving the antensa. When no other information is avail-
able about the amenna; the beamwidth {degrees) of a “typical™ parabolic reflector is of-
ten approximated by the expression 65 A/D, where D is the dimension of the antenna in
the same plage as the beamwidth is measured, and A is the radar wavelength. For exam-
ple, an antenna with a horizontal dimension [) = 32.5 wavelengths has an azimuth
beamwidth of 2°. At a frequency of 3 GHz (A = 10 ¢m), the antenna would be 3.25 m,
or [.7 ft, in extent. The rotation of a survei1lancersdar antennathrough 360° in azjmuih
is called an antenna scen. A typical scanraie (or rotation rate) for a long-range civil air-
traffic control air-surveillance radar might be 6 rpin. Military air-surveillance radars gen-
erally require a higher rotation rate.

The duptexer allows a single antenna to be used on a time-shared basis for both trans-
mitting and receiving The duplexer iz generally a gaseous device that produces ashort cir-
cuit (an arc discharge) at the input te the receiver when the transmitter js operating, so that
high power flows to the antenna and not to the receiver. On reception, the duplexer directs
the echo signal to the receiver and not to de transmitter. Solid-state femite circolators and
receiver protector devices, usually solid-state diodes, can also be part of the duplexer.

The reciver is almost always a superhieterpdyne. The input. or RE* stage can be a
low-noise transistor amplifier. The mixer and Jocal oscillator (LO) convert the RF signal

"In electrical anginsering, BF i an sbhreviotion for mdio fequancy; bu! in ragor proetlce @ is understood o mean
radpr I'mcpw:.r RF ohics is wsed o idenffy thot portion of the rader et opeites of BF fequencies_ evan though
ihe inclusion of “irequencies” in this expression might seem radundant.
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to an intermediate frequency (IF) where it is amplified by the IF amplifier. The signal
bandwidth, of a superheterodype receiver is determined by the bandwidth of its IF stage.
The IF frequency, for example. might be 30 or 60 MHz when the pulse width is of he
order of | 5. (With a 1-us pulse width. the IF bandwidth would be about 1 MHz.) The
IF amplifier is designed as a marched filier (Sec. 5.2); that is, ane which maximizes the
output peak-signal-to-mean-neise ratio. Thus the maiched filter maximizes the de-
tectability of weak echo signals and attenvates unwanted signals. With the approximately
rectangular pulse shapes commonly used in many radars, conventional radar receiver fil-
ters are close to that of a matched filier when the receiver handwidih B is the inverse of
the pulse width =, or Br= [,

Sometimes e low-naise input stage is omilted and the mixer becomes the first siage
of the receiver. A receiver with 2 mixer as the input stage will be less sensitive because
of the mixer's higher noise figure; but it will have greater dynamic range, less suscepti-
bility to overload, and less vulnerability to electronic mnterference than a receiver with a
low-noise first stage (Sec. 11.3). These attributes of a mixer input stage might be of in-
terest for military racdars subject to the noisy environment of hostile electronic counter-
measures (ECM).

I'he IFumplifier is followed by a crystal diode, which is traditionally called the sec
and detecion oF demindilaton Its purpose is to assist in extracting the signal modulation
from the carrier. The combination of [F amplifier, second detector, and video amplifier
act as an envelope defecior to pass the pulse modulation (envelope) and reject the carrier
frequency. I n radars that detect the doppler shift of the echo signal, the envelope detector
is replaced by a phase detecror (5¢¢, 3.1), which 1s different from the envelope detector
shown here. The combination of [F amplifier and video amplifier is designed to provide
sufficient amplification. or gain. to raise the level of the input signal to a magnitude where
it can be seen on a display, such as a cathode-ray tube (CRT), or be the input to a digital
computer for further processing.

At the output of the receiversa decision is made whether or not a target is present.
The decision 15 based on the magnitude of the receiver output. If the output js large enough
o exceed a predetermined threshold. the decision is that a target is present. If it does not
cross the threshold, only noise is assumed to be present. The threshold [avel is set so that
the rate at which false alarms occur due to noise crossing the threshold (in the absence
of signal) is below some specified, tolerable value. This is fine If the noise remains con-
stant, as when receiver nolse dominaies. If, on the other hand, the noise is external fo the
radar (as from unintentional interference or from deliberate noise jamming) or if clutter
echoes (from the patural environment) are larger than the recelver noise, the threshold has
to b varied adaptively in order to maintain the false alarm rate at a constant value. This
is accomplished by a constant false alarm rare (CFAR) receiver (Sec. 5.7).

A radar vsually receives many echo pulses from a target. The process of adding
these pulses together to obtain a greater signal-to-noise ratio before the detection decision
Is made is called integration. The integrator is often found in the video portion of the
TECEIVET-

The signal processoris that part of the radar whose function is to pass the desired
echo signal and reject unwanted signals, noise. or ¢lutter. The signal processor is found
in the receiver before the detection decision is made. The matched filter, mentigned
previously, is an example of a signal processor. Another example is the doppler filter that
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separates desired moving targets (whise oo boes e shified in frequency due to (hedoppler
eftects from undesired stationary cluer echoes,

Seme radars process the Jotecied target signal further., in the dote processor befiore dis-
playing the information to an operaton, Ap cxaraple is an aawtomgtic tracker, which uses the
locations of the rarger measured o er @ poiod Of tme ta establish the 'rack (or path) of the
tarect. Bost modern dir-surveillance radary and some surface-surveillance s fénciile
target tracks us their oulput rather than simply display detections. Following the daa proces-
sor. or the decision Functiim if there is no dataprocessor, the radar output is displaved ko an
operator or used in o compuier or other automatic device 1o provide spme further action.

The signal processor and data processor are usually implemented with digital lech-
nology rathes than with analog cirguitry, The analog-to-digital (A converter and eigi-
12l memory are the1glone mportant inmodern radar sy<iems. In somy sophisticated radars
in the past, the signal and data processors weg larger and consumed more power than the
transmitter and were a major factor in detesmining the overall radar system reliability: but
this should not be taken us grue in all cases, ,.-""/""

b. What is meant by maximum unambiguous range & range to a target? (6)
Answer:

,'fﬂ.mgn te o Target The mwost common radar signal. or waveform, 5 a series of shont-
duration, romewlst rectangular-shaped pulses modulating a sinewave cammizr. (This is
sometimes called a pulse train.) Therange 1o a target is determined by the time Ty it takes
the raday signal ko travel to the target and back. Electromagnetic energy in free space trav-
els with the speed of Light, which is ¢ = 3 % [0" m/s. Thus the time fur the signal to trave?
to a target located at a range R and retum back to the radar is 2R/c. The range to a target
5 then

R = na o,

jo
] ;‘i

*Wbater's Maw Collegicie Dicionaty definss range 34 “the honzontal dislance ko which o projectile com ba pro-

" hotizontal "}i““"':f"?'"""""l a waipon ond targel,” This is nof how the term is used in rpdar. On
e other s d, e dickonary defiees Mg nder a3 "an indrement _ . . o delesmine the dislonce fo g tongpet,”
b 1 | meaning in rodar.
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With the range-in kilometers or in pautical miles, gnd T .n microseconds, Eqg. (1.1)
becomes:

Rkm) =015 Te (us)  or  Rinmi) = 0.081 Ty (us)

Each microsecond of round-trip traw time corresponds o a distance of 150 meters, 164
vards, 492 feet, 0.081 nautical mile, or 0.093 statute mile. ¥ takes 1235 us for a radar

signal to travel a nautical mile and back. /../

P, < eszere Range Once a signal is radiated into space by a radar, sufficient
tme must e@%w all echo signals to retum to the radar before the next pulse is
transmitted. The zate at which pulses may be transmitted, therefore, is determined by the
longest eangs at which targets are expectad. If the time between pu]sm Tp- is too short, an
echo signal from a long-range target might arrive gfier the transmission of the next pulse
and be mistakenly associated with that pulse rather than the actual pulse wansmitied ear-
lier. This can result in an incorrect or ambiguous measurement of the range. Echoes that
arrive after the transmission of the next pulse are called second-time-around echoes (or
midtiple-time-around echoes if from even earlier pulses). Such an echo would appear to
be at a closer range than actual and its range measurement could be misleading if
it*were not known'io be a second-time-around echo. The range beyond which targets
appear as second-time-around echoes is the maximim unambiguous range. Ry, and is
given by
L
B == 7 .2l

where 7, = pulse repetition period = 1/f,. and £, = pulse repetition frequency (prf), usu-
ally given in herizar pulses per second (pps). A plot of the maximum unambiguous range
a8 4 function:of the pulse repetition frequency is shown in Fig. 1.2 The i pulse rep
elition raie is sometimes used interchangeably with pulse: repetition frequency.

Q.3 a. Derive an equation to show the relationship between maximum radar range
and antenna gain. (8)
Answer:

meﬂﬂ all radars use directive antennas with relatively narmow beamwidths that direct the
enerzy ina particular direction. The antenna is an impertant part of a radar. As was found
from the derivation of the radar eguation in Sec. 1.2, it serves to place erergy on target
during transmission, collect the received echo energy reflected from the target, and de-
termine the angular location of the target, There is always o rade between antenna size
and transmitter size when long-range performance is required. If one is small the other
must be large 1o make up for jt. This is one reason why large antennas are generally de-
sirable in most radar applications when practical considerations do not limit their physi-
cal size. Thus far, the antenna has been thought of as a mechanically steered reflector.
Radar antennas can also be clectronically steered or mechanically steered phased arrays,
as described in Chap. 9.

Antenna Gain  The antenna gain G(6.4) is a measure of the power per unit solid augle
radiated in o particular direction by a directive antenna compared to the power per unit
solid angle which would have radiated by an omnidirectional antenna with 100 percent
efficiency. The gain of an antenna is

power radiated per unit solid E""E,k' al Il.l'_l_al.imuth # and an elevation o
{power accepted by the antenna from the transmitter V4

Gifq) = [2.53]

This is the power gain and is a function of direction. If it is greater than unity in some
directions. it must be less than unity in other directions. There is also the directive gein,
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which has a similar definition.except that the denominator is thep e r radiated by the
antenna per 477 sieradians Faher than the power accepred from the wansmitter. The dif-
farence between the two is that the power gain accounts for losses within the antenna.
The power gain is more appropriatefor theradar equation than the directive gain, aithough
there is usually little difference betwsen the two in practical radar antennas, except for
the phased array. The power gain and the directive gain of a radar antenna are usually
considered to be the same in thia text. When they are significantly different, then the dis-
tinction between the two must be made. In the radar equation, it is the maximum power
gain thet is meant by the parameter C-"."f_-;_,
b. List and explain some system losses.

Answer:

At the beginning of this chapter it was said that one of the important factors omitted from
the simple radar equation was the loss that pccurs throughout the radar system. The loss
due to the integration of pulses and the loss due to a target with a (uctuating cross sec-
tion have been already encountered in this chapter. Propagation losses in the atmosphere
are considered later, in Chap. 8. This section considers the various svstem losses, denoted
Ly, not included elsewhere in the radar equation. Some system losses can be predicted be-
forchand (such as losses in the transmission line); but others cannot (such as degradation
when operating in the field). The latter must be estimated based on experience and ex-
perimental observations. They are subject to considerable variation and uncertainty. Al-
though the loss associated with any one factor may be small. there can be many small ef-
fects that add up and result in significant total loss. The radar designer. of course, should
reduce known losses as much as possible in the design and development of the radar. Even
with diligent efforis to reduce losses, it is not unuswal for the system loss o vary from
perhaps 10-dB 2 more than 20 dB. (A 12-dB loss reduces the range by one-half.)

All numerical values of loss mentioned in this section, including the above values of
system loss, are meant o be illustralive. They can vary considerably depending on the
radar design and how the radar is maintained.

Svstem loss, L, (a number greater than one), is inserted in the denominator of the
radar equation. It is the reciprocal of efficiency (number less than one). The two terms
(loss and efficiency) are sometimes used interchangeably.

Microwave Plumbing losses  There is always Inss in the transmission line that connects
the antenpa to the transmitter and receiver. In addition, there can be loss in the various
microwave components, such as the duplexer, receiver protector, rotary joint, directional
couplers, transmission line connectors, bends in the transmission lines, and mismatch at
the antenna.

Tranymission Line Loss  The theoretical one-way loss in decibels per 104 fi for standard
wavegnide transmission lines is shown in Table 2.2.3? Since the same transmission line
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Toble 22  Aflenualion of Rectangular Waveguides*
ETA, Frequency Range Outer Dimensions and Theoretical Auenuation,

Frequency Waveguide (GHz) for Dominant Wall Thickness, Lowest to Biighest Fréquency,
Band Designationt TE g Mode inches B It (one-way)

LIHE WR-2160 - . 035-05F 2125 x 10.75 X 0.125 0,054 0,004

L. hamel WR-TT0 0.96-1 A5 795 x 44 X 0125 LAN1-0.136

5 hand WR-284 2.6-3.95 30X LY X008 1,102-0.752

 band WR-187 T OA0S_585 203 1.0 X 0.064 208144

X band WRSZ - ° 824240 .05 0.5 0,05 G45-4.48

K, hand WR-G2 12.4180 0L 2 0,391 o 0 95181

Ka band WR2k |, 265400 0.35 x 022 x 0.04 21.9-130

* Afler “Referance Daig for Enginsers,” Bty sc., M, E, ¥om Valkenborg, ediorinchif, Chap. 30, Woveguidss and Resanaters, by 1. ltoh,
"5AMS Frentice: Hall Compuser Publiahing, Cermiel, Indiang, 1953,

tUHF and thand guides sire mode of aluminum, K, band is sifver, the rest are copper-aine alloy.

-y a om
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generally is used for both transmission and reception, the 1ass to g inserted in the radar
equation is twice the one-way loss. Flexible waveguides and coaxial lines can have higher
losses than conventional waveguides. At the lower radar frequencies, the transmission line
introduces little loss unless its length is exceptionally long. At h e higher frequencies, at-
tenuation may not always be smiall'dnd may have to be taken into account. When practi-
cal, the transmitter and receiver should be plated close to the antenpa to keep the trans-
inission-line loss small. Additional loss can o¢cur, at each connection or bend i, the line,
Connecior losses are normally negligible, but if the cennection is pooily made, it cancop-
tribute measurable attenuation.® ™ 2 - :

Duplerer Loss The loss due to a gas duplexer that protects the receiver from the high
power of the trangmitter is generily different cn transmission and reception. It elso de-
pends, of course, an the type of duplexer used, Munufacturers’ catalogs give values for a
duplexer's insertion Cuss and (for a gas duplexer) the arc Joss when in the fired condition.
The radar might also have a waveguide shutter, with some insertion loss, that closes when
the radar is shyt down so a8 1o protect the receiver from extraneous high-power signals
whw its duplexer is not activated. A solid-stale receiver protecior is often used aswell as
agolid-state attenuator in the receiver transmission line for applying sensitivity time can-
trol (STC), Theduplexerand otherrelated devices that might be used could, in some cases,
contribute more then 2 dB of two-way loss.

*At @ particular mdar lobarsory many-ysan ﬁ:_ an okl kband olrsurvaillosce radar wos wed as an experi-
mental testbed syisem. Bs mnge. was poos, and e enginesrs attributed tis 10 & “oge” —wholever that meant, Ies
poor performance wee tolerated for meey yaon. One day, a lechniclan working nesar S ronsmission [ne i the
pnlenna a4 bo- find; accidenially, thet gne of the tranemissiondine connacies had not bear properly secored,
He tigh a few Boll 3 d the radar “miroculously” acbieved o significant increase in rmonce. bometimes,
ir°s e firC #hings thet coifnt]
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Example Although each radar can have different losses, an S-band (3-GHz) radar might

have, by way of ilhstration, two-way microwave plumbing losses as follows:

f

100 ft of RG-113/U aluminum waveguide line 1.0dB
Duplexer and related devices v... *20dB

Rotary joint 0.8 dB
Connectors and bends (estimate) "“03dB -
Other RF devices nn 0.44B .
Total “example” microwave plumbing loss 1 a e 43dB

Antennc Losses  The antenna efficiency, discussed in Chap. 9, is not included as a sys-
tem foss. It should be accounted for in the antenna gain. Shaping of the antenna patiem,
for example, to provide a ¢sc* pattern (Sec. 211), results in, a loss that is included as an
additional lowering of the antenna gain {Sec. 9.11) rather than as a systemloss, The beam-
shape loss of a surveillanceradar, however, isusually included as partof the system Josses.

Beam-Shape Loss The antenma gain that appears in the radar equation is assmmed to be
a constant equal to the maximum vaive. But in reality the train of pulses refurmed from a
target by a scanning antenna is modulated in amplitude by the shape of the antenna beam,
Fig. 2.25. Only one out of 1 pulses has the maximum antenna gain G, that which oceurs
when the peak of the antenna beam is in the direction of the target. Thus the computa-

tions of propability of detection (as given earier in this chapter) have (o take account of

an amplitude-modulated train of pulses rather than constant-amplitude pulses. Scme pub-
lished probability of detection computations and computer programs for the radar equa-
tion account for the beam-shape loss. Others do not. When using published values of de-
tection probability one needs to determine whether the beam-shape effect has been

accounted  separately. In this

Antenna
main-beam

e
- -l—i'

—

the approach

-Figure 226  Noture of the beom-shape loss. The simple radar equalion assumes n pulses are
T::hu; with maximuom
e

integrated, &/l with maximum antenna galn . The dashed lines rapresent n
gain, and the solid curve is the antenna mainbeam pattern G{#. Except for

putse at ha conter

ofthe beam, the aclual pulses fluminate the tongel with & goin less thon the maximum,
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A5s0me a constant-amplitnde pulse train as determined by the maximum antenna gain, and
then add a beam-shape loss to the total system losses in il radar equation. This is a sim-
pler, albeit less accurate, method. It is based on calculating the reduction in total signal
energy received from a modulated train of pulses compared to what swgyld have been re-
ceived from a constant-amplitude pulse train. As defined, it dogs Aot depend on the prob-

ability of detection.
To obtain the beam-shape loss, the one-way-power antenna pattern is approximated

by a gavssian shape given by exp [—2.78 #/67], where fis the angle measured from the

center of the beam and #y is the half-power beamwidth. If #1g is the number of pulses re-

celved within the one-way half-power beamwidth fy, and » the total number of pulses in-

tegrated (n does not necessarily egual ng), the beam-shapeloss is
=2t a=c g n

.. 747 =~ Beam-shape loss =

1250

[ B

. .:11:"5
1425 exp[—5.55ny — 17
&K=

This expressionapplies for an odd number of pulses with the middle pulse appearing at
the beam maximum. For example, if # = [1 pulses are integrated, all lying uniformly he-
tween the 3-dB beamwidth (7 = ng), the beam-shape loss is about 2 dB.

The above applies to a fan beam, It also applies to & pencil beam if the target passes
directly through e center of the beam. If the target passes through any other part of the
pencil beam, the maximum signal will be recduced. The beam-shape loss is increased,
therefore, by the square of the maximum antenna gain seen (if the antenna were to pass
through the beam center) to the squaw of the maximum-gain actually seen (when the an-
tenna passes throngh other than the beam maximum). The ratio is the square because of
the two-way radar propagation.

When a large number of pulses are integrated, the scanning loss was found by Blake™
to be 16 dB for a fan beam scanning in one cogrdinate and 3.2dB for a pencil beam
scanning in two coordinates. Blake's values are commonly used as the beam-shape loss
in the radar equation, unless the number of pulses integrated is small.

A similar Joss must be taken into account when searching a volume with a step-scan-
ning pencil beam antenna (as with a phased array) since not all regions-of space are [1lu-
minated with the same value of antenna gain. (In step scanning, the antenna beam is sta-
tonary and dwells in a fixed direction until all & pulses are collected, and then rapidly
switches to dwell in a new direction.) Some fracking radars, such as conical scan, also
have a loss due to the antenna bear not illuminating the target with maximum gain.

Jcanming Losg When the antenna scans rapidly enough, relative to the round-trip time
of the echo signal, the antenna gain in the direction of the target on transmit might not
he the same as that on receive. This results in an additional loss called the scarning {oss
It can be important for some long-range scanning radars such as those designed for space
surveillance or ballistic missile defense, rather than for most air-surveillance radars.

Radome Loss introduced by a radome (Sec. 9.17) will depend on the type and the radar
frequency. A “typical” ground-based metal space-frame radome might have a two-way
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trangmission Joss of 1.2 dB at frequencies ranging from L %o X band.*! Air-supported
radomes carn'have lower less; the lass withdielectric space-frame radomes can be higher.

Phased Array Logges  Some phased array radars have additional transmission-linelosses
due to the distribution network: that connects the receiver and (ransmitter to each of the
many elements of the array. These Josses are more correctly included as a reduction. in
the-anienna power gain, but they seldomaie, When not included g5 a loss in-antenna gain,
they should be includéd under the system logses.

Signal Processing Losses  Sophisticated signal processing s prevalent in modern radary
and i very important for detecting targets in clutter and in extracting information from
radar echo signals, Unfortunately, sisnal processing cap introduce loss that hag to be tol-
crated. The factors described below can introduce significant loss that has to be accounted
for; doppler processing radars might have even greater loss.

Nonmatched Filter There can be from 0.5 to 1.0 dB of loss dus to a practical, rather
than ideal, matched filter (Sec. 5.2) A simoilar 10ss can occur with a pulse-compression il
ter (which is an example of a matched filter).

Constant False-Alarm Rate (CFAR)Y Receiver  A's mentioned in Sec. 5.7, this 1088 can be
more than 2.0 dB depending on the type of CFAR.

Awutomaric Integrators The binary moving-window detettor, for exatuple, canhave a the-
oretical bss of .5 to 2,0 dB (Sec. 5.6). Other automatic integrators might have more ar
less loss.

Threshold Level A threshold Is established at the output of the radar receiver to achieve
same specified probability of false alarm or-average false-alarm time (Sec. 2.5). Because
of the exponential relationshipbetween false-alarm time and the threshold level, thethresh-

old might be set at a slightly higher Jevel & a safety factor to prevent excessive false.

alarms. Depending on how accurately the threshold can be set and maintained, the loss
might ke only 3 small fraction of 2 dB.

Limiring Loss Some radars mightuse a limiter in e radar receiver. Ah exampleis pulse-
compression 'processing to remove: amiplitude fuctuations ini the signal. The so-called
Dicke-fix, an ¢lectronic counter-countermeasure to reduce the effects of impulsivencise.
employs a hard limiter. Early MTL radars uged bard limiters, but this is now considered
Em’ practice and is almost never used since' they reduce the dutter attenuation that cad

obtained (Sec. 1.7). Analysis of an idéd] bandpass hard limiter shows that, for small
signal-to-noise ratio, the redudion in the signal-to-noise ratio 'of a sinewave imbedded in
narrgwband gaussian noiss is theoretically 7f4, which is about 1dB.% Hard limiting with
some: forms of pulse compression can introduce greater loss (Table 6.6),

Straddling Loss A loss, called the range straddling loss, occurs when range gates are
not centered on the pulse or when,, for practical reasons, they are wider than optimum.

© IETE
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Likewise in a doppler filter bank (Sec. 3.4) there can be a filter straddling loss when the
signal spectral line is not centered on the filter. These occur in both analog and digital
processing.

Sampling Loss  When digital processing is employed, a related loss to the straddling loss
can occur when the video signal after the matched filter is sampled prior 1o digitizing by
the analog-to-digital (A/D) converter. If there is only one sample per pulse width, sam-
pling might not occur at the maximum amplide of the pulse. The difference between
the sampled value and the maximum pulse amplitude represents a sampling loss. The loss
is about 2 dB when the sampling is at a rate of once per pulse width (applies for a prob-
ability of detection of 0.90 and probability of false alarm of 107%).5 The larger values
occur with higher probability of detection. Decreasing the sampling interval rapidly de-
creases the loss. When two samples per pulse are taken, the loss is approximately 0.5 dB;
and with three samples per pulse, it is under 0.2 dB.

Losses in Doppler-Processing Radar® When range and/or doppler ambiguities exist (as
discussed in Sec. 2.10 and Chap. 3 for MTI and pulse doppler radars), multiple redun-
dant waveforms may be used to resolve the ambiguities or to prevent “blind speeds.” Com-
pared (o a radar that has no ambiguities the redundant waveforms can represent a signif-
icant loss. The use of redundant waveforms is seldom considered as a system loss; but it
can certainly affect the range of a radar. For example, in some medium prf pulse doppler
radars (Sec. 3.9}, eight different waveforms, each with a different prf, might need to be
transmitted so a8 to obtain at least three dwells (with no missed targets due to blind speeds)
in order to resolve the range ambiguities. The represents a loss of signal of B3, or
4.3 dB.

There can be an eclipsing loss in pulse dopplér radars when echoes from {ambigu-
ous) multiple-time-around targets arrive back at the radar at the same time that a pulse is
being transmitted. MTI doppler processing also introduces loss due to the shape of the
doppler (velocity) filters if the target velocity does not comespond o the maximum re-
sponse ol the doppler filier. Fill pulses in MTI and pulse doppler radar sometimes are nec-
essary, but they represent wasied pulses from the point of view of detection of signals in
noise.

Losses due to doppler processing are not always included as part of the svstem losses.
This is justified in an MTI radar by noting that the clutter that the doppler processing is
designed to remove generally does not occur at the maximum range of a radar, which is
where the range performance of a radar usually is determined. Nevertheless, it should be
recognized that MTI radars that employ the doppler frequency shift to detect moving tar-
gets in the presence of large clutter echoes (as discussed in Chap. 3) can seriously reduce
the ability of a radar to detect a target when no clutter is present. This is why MTI pro-
cessing is disconnected at ranges beyond where clutter is not expected.

Fill pulses are sometimes used in an MTI radar when the pulses are processed in
batches, as in the MTD radar of Sec. 3.6, They are also sometimes used with high prf

*Doppler processing & described in Chop. 3. The mader not familier with MT1 and pulse deppler rodar con skip
fhis subsaction.
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doppler radar to avoid the effects of multiple-time-around clutter echoes. They are nec-
essary for performing some types of doppler processing, but they are wasted pulses when
signal-to-noise, and not signal-to-clutter, is important. They have not usually been con-
sidered as introducing a system loss, but they could if the fill pulses affect the detection
of signals in noise,

Collapsing Loss If the radar were 1o integrate additional noise samples along with
signal-plus-noise pulses, the added noise would result in a degradation called the col-
lapsing loss. An example is in a 3-D radar that has a “stack™ of multiple independent pen-
cil beams i elevation. If the outputs from the N beams are superimposed on a single PPI
display, at a given range resolution cell that contains the target echo the display will add
N = | noise samples along with the single target echo. A collapsing loss can also occur
when the output of a high-resolution radar is shown on a display whose resolution is
coarser than that inherent in the radar If the radar receiver outpul is automatically
processed and thresholded rather than rely oo an operator viewing a display to make the
detection decision, there need not be a collapging loss in the above two examples.

The mathematical derivation of the collapsing loss, assuming a square-law detector,
may be carried out as suggested by Marcum.® He has shown that the integration of m
noise pulses along with n signal-to-ngise pulses with signal-to-noise ratio per pulse (S/V),,
is equivalent o the integration of m + n signal-io-noise pulses each with signal-io-noise
ratio i SV, A0m + n). Thus the collapsing loss, L{m.n), is equal 1o the ratio of the inte-
eration loss L; (Sec, 2.6) for m + n pulses 1o the integration loss for i pulses, or

Koy 20T 1) [2.60]
L)
For example, assume there are 10 signal-plus-noise pulses integrated along with 30 noise-
only pulses, and that £; = 0.90 and P, = Uny = 107" From Fig. 2.8a. L{40) = 3.5 dB
and £410) = 1.7 dB, s0 that the collapsing loss according to Eq. (2.60) is 1.8 dB.

The above applies for a square-law detector. Trunk® has shown that the collapsing
loss for a linear detector can be much greater than that for the square-law detector when
the number of pulses integrated is small and the collapsing ratio is large, where collaps-
ing ratio is defined as (m + ndn. As the number of pulses becomes large, the difference
between the two detectors becomes less, especially for low values of collapsing loss.

Operator Less  Most modern high-performance radars provide the detection decision au-
tomatically without intervention of a human operator, Processed information is presented
directly 1o an operator or to a computer for some other action, In the early days of radar,
operators were depended upon (o find targetz on a display. Sometimes, when the radar
range performance was less than predicted, the degradation of performance was atiributed
1o an operator loss. As engineers began to learn more about radar and the performance of
the operator, it was found that an alert, motivated, well-trained operator can perform as
well as indicated by theory for electronic detection. For this reason, an operator loss fac-
tor is seldom included even if the operator makes the detection decision, (When an oper-
alor is used o make detection decisions [rom the output of a radar display, he or she
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should be replaced with a rested, alert operator evegy 20 to 30 min, or else performance
can seriously degrade.) .

vipment Degradation It 5 not URCHMMOR for radars operated under field conditions
to have lower performance than when they left the factory. This loss of performance can
be recognized and corrected by regularly testing the radar, especially with built-in test
equipment that automaticallyindicates when equipment deviates from specifications. It is
not possible to be precise about the amount of low ro be assigned to field degradation.
From one to three dB might be used when po other information is avaijable.

Propagetion Effects The effect of the environment on the propagation of radar waves can
be significant and can make the actual range considerably different from that predicted as
if the radar were operated in free space. Propagation effects can increase the free-space
range as well a8 decrease it. The major effects of propagation on radar performance are:
{1} reflections from the earth’s surface, which case the breakup of the antenna elevation
pattern into lobes: (2) refraction, or bending, of the propagating wave by the variation of
the atmosphere’s index of refraction as a function of altitude, which vsually increases the
radar's range; (3) propagation in atmospheric ducts, which can significantly increase the
range atlow altitudes; and (4) attenuation in the clear atmosphere or in precipitation,which
usually is negligible at most radar frequencies. * Propagation effects are not considered part
of the system losses. They are accounted for separately by a propagation factor, usually
denoted as F* and, when appropriate, by an attenuation factor exp 1 — 24 where a is the
attenvation coefficient (nepers per unit distance™), and R is the range. (This assumes the
attenuation coefficient is indapendent of range.) The factor F* mainly includes the effects
of lobing of the elevation antenna pattern due to reflection from the earth's surface (Sec.
8.2}, butit can include all other propagation effects except attenuation. Both the propaga-
tion and the attenuation factors, as written, are in the numérator of the radar equation.

The effect of the énvironment o radar propagation and performance is the subject’
af Chap, 8

Radar System Losses—the Seller and the Buyer There is 1o universally agreed upon pro-
cedure for determining system losses or what losses should be considered when predict-
Ing radar performance. It is natural for a person selling a radar to be optimistic about the
total sysiem loss and claim a lower loss than might a potential buyer of the radar or an
independent evaluator of a radar's performance. The advertised performance predicted by
a radar manufacturer cannot be adequately verified or compared to the advertised predic-
tions for similar radars by other manufacturers without complete knowledge of the losses
that each radar designer has included.
- =

Q.4 a. What are the differences between MTI radar and pulse Doppler radar?

What are the limitations to MTI performance?
Answer:
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fThn radars discussed in the previous chapter were required to detect tirgets in the pres-
ence of noise. In the real world, radars have to deal with more tham receiver noise when
detecting targets since they can also receive echoes from the natural environment, such as
land, sea, and weather. These echoes are called ciytter since they can "chatter'' the radar
display, Clutter gchoes can be many orders of magnitude larger than aircraft echoes. When
an aircraft echo and 3 cluiter echo appear in the same radar resolution cell, the aircraft
might not be deiectable. Chapter 7 describes the characteristics of clutter and discusses
methods for reducing these unwanted echoes in order to detect the desired rarger echoes,
However, the most powerful method for detecting moving targets in the midst of large
clutter is by taking advantage of the doppler effect, which is the change of frequency of
the radar echo signal due to the relative velocity between the radar and the moving tar-
get. The use of the doppler frequency shift with a pulse radar for the detection of mov-
ing targets in clutter is the subject of this chapter.

Radar deserves much credit for enabling the Allies (chi=fly the United Kingdom and
the Waited States) in the first half of World War II to previil in the crucial air hattles
and night naval engagements against the Axis powers. Almost all of the radars used in
Workd War TI, however, were by today's standards relatively simple pulse systems that did
ot employ the doppler effect. Fortunately, these pulse radars were able to accomplish
their mission without the use of doppler. This would not be pessible today. All high-
performance military air-defense radars and all civil air-traffic control radars for the de-
tection and tracking of aircrafi depend on the doppler frequency shift to separate the large
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clutter echoes from the much smaller echoes from moving targets. Clutter echoes can be
greater than r.hadwred.targetechueﬁ by as much as 60 or 70 dB urmare depending cn
;the type of radar and the eavironment,

MTI Radar and Puise Doppler Radar A pulse radar that employs the doppler shift for de-
u.ng moving targets s either anMTI{moving target indication) radar’ ar a pulse doppler
The MTI radar has a pulse repetition frequency (prf) low enough t¢-not have any
mnge ambiguities as defined by Eq. (1.2}, By, = o It does, however, have many ambi-
guities in the doppler domain. The pulse dcrppler l*adar. on the other hand, is just the op-
posite. As we shall see later in this chapter, it has a prf large enough to avoid doppler am-
biguities, but it can have numerous range ambiguities. There isa h a medium-prf pulse
doppler that accepts both range and doppler ambiguities, as discussed in Seg. 3.9.
In addition to detecting moving targets in the midst of large clutter echoes, the doppler
frequency shift has other important applications in rador; such as allowing CW (continu-
, ous wave) radar (o detect moving targets and to measure radial velocity, synthetic aper-
tare radar and inverse synthetic aperture radar for producing images of tarpets, and me-
teorological radars concerned with measuring wind shear. These other uses of the doppler
frequency shift are not discussed in this chapter..

Frequency Shift- The doppler effect used in radar is the same pllammamn that
was introduced in high school physics courses © describe the changing pitch of ap audi-
IJte siren from an emergency vehicle as it travels toward ar away from the listener. In this
chapter we are interesied is the doppler effect that changes the frequency of the electro-
magnetic signal that propagatés from the radar 10 2 moving target -and back to the radar.
If the range to the target is K, then the total number of wavelengths A in the two-way path
from radar to target and return i 2R/A. Each wavelength corresponds to a phase chauge
of 27 radians. The total phase change in the two-way- propagation path is then

h= 2 X :TR = 47RIA [3.a]

If the target is in motion relative 1o the radar, & is changing and so will the phase. Dif-
ferentiating q. (3.1) with respest to time gives the ratg of change of phase, which is the
angular frequency

dih 41 R dare,

Wy = —— = —— S = — = 2, [3.21
i A dt A a

where v = dR/dr is the radial velocity (meters/second), or rate of change of range with
“time. If, as in Fig. 3.1, the angle between the target’s velocity vector and the radar line of
sight to the target is #;-thepn v, = v cos 6, where v js the speed, or magnitude of the vec-
tor velocity. The rate of change of & with time istha angular frequency w, = 27, where
Jir 1s the doppler frequency shift. Thus from Eq. (3.2),

LR . 21-',. gﬁl‘.['_ iz .. _':

.JI;.I' = -'-'I-': =3 c [13]
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Figure 3.1 Geometry of todar and karget in i
deriving the doppler frequency shift. Rodar, lgat, 5 target g?
and direction of target ravel ofl lie In the some T
plane i this [Husiration. \ :Pﬁ'm
4
/ Fy
*
%
Radar

The radar frequency is f; = ¢/A, and the velocity of propagation ¢ = 3 % 10® m/s. If the
doppler frequency is - bertz, (1~ radial velocity in knots (abbrevisied 1, and the radar
wavelength 0 meters, write

103, (ki) Kt
fa(HD)= j(m) = Hiﬁﬁl he

The doppler frequency /1 Bertz <21 also be approximately expressed = 3.43v,f,. where f;
is 1= radar frequency in GHz and »; is inknots. A plot of the doppler frequency diift
shown in Fig. 3.2 as a function of the radial velocity and the various radar frequency
banuds.
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Figure 3.3
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Simple CW Doppler Radar Before discussing the use of doppler in pulse radar, it is in-
structive to begin by considering the doppler frequency shift experienced with a CW radar.
The block diagram of a very simple CW radar that utilizes the doppler frequency shifi to
detect moving targets is shown In Fig. 3.3a. Uplike a pulse radar, 3 CW radar transmits
while it receives. Without the doppler shift produced by the movement of the target, the
weak CW echo signal would not be detected in the presence of the much stronger signal
from the transmitter. Filtering in the frequency demain is wsed to separate the weak
doppler-shifted echo signal from the strong transmitter signal in 8 CW radar.

The transmitter generates a continuous (unmedulated) sinusoidal oscillation at fre-
quency f,, which is then radiated by the antenna, On reflection by a moving target, the
runsmitted signal is shifted by the doppler effect by an amount = f;, as was given by Eq.
(3.3). The plus sign applies when the distance between radar and target is decreasing (a
closing target); thus, the echo signal from a closing target has a largér frequency than that
which was transmitted. The minus sign applies when the distance is increasing (a reced-
ing target). To utilize the doppler frequency shift a radar must be able to recognize that
the received echo signal has a frequency different from that which was transmitted. This
is the function of that partion of the transmitter signal that finds its way (or leaks) into
the recsiver, as indicated in Fig. 3.3a. The transmilter leakage signal acts as a reference
to determine that a frequency change has taken place, The detector, or mixer, multiplies
the eche signal at a frequency f; = f» with the transmitier leakage signal f;. The doppler
filter allows the difference frequency from the detector to pass and rejects dhe higher fre-
quencies. The filter characieristic is shown in Fig. 3.3a just below the doppler-filter block.
It has a [ower frequency cutgff to remove from the receiver output the transmitter leak-
age signal and clutter echoes. The upper frequency cutoff is determined by the maximugg

2 [ ow
iraRsmuter

Pulse

Echo | Transmutter - |
signal | leakage = Duplexer Power L\—nuglrgw
‘ Deecior Doppler J nmplifier

(mixer) [ gher [

signal

Receiver |+ Dgppler
T

Churpat

£
. Frequency

tal b}

ja) Simple CW rader block diagram that exirocts the deppler frequency shilt rom o moving target aad
clutter echoes. The frequency responsa of tha deppler filter is shown a the lower right. (b} Block

diogrom of a Simple pulse radar hot exochs the doppler frequency shift of the echo signal kom g moving farget.
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radial velocity expected of moving targets. The doppler filter passes signals with a doppler
frequency [, located withip its pass band, but mnf].-JI;ign af the doppler is lpst along with

i the direction of the target motion. CW radars can be much more complicated than this
simple example, but it is adequate a8 an introduction o a pulse radar that utilizes the
doppler to detect moving targets In clutter.

Pulse Radar That Extracts the Doppler Frequency-Shifted Fcho Signal  One cannot
simply convert the CW radar of Fig. 3.3a io a pulse radar by turning the CW oscillator
on and off to generate phises. Generating pulses in this manner also removes the refer-
ence signal at the receiver, which is needed to recognize that a doppler frequency shift
has occurred. One way to introduce the reference signal Is illustrated in Fig. 3.3b. The
output of a stable CW oscillator is amplified by a high-power amplifier. The amplifier is
nuned on and off (modulated) to generate a series of high-power pulses. The received
echa signal is mixed with the gutput of the CW oscillator which acts as a coherent ref-
erence o allow recognition of any change in the received echo-signal fraquency. By co-
derent is meant that the phase of the transmitted pulse is preserved in the reference sig-
pal. The change in frequency is detected (recognized) by the doppler Alter.

The doppler frequency shift is derived next in a slightly different manner than was
dore earlier in this section. If the transmitted sipnal of frequency f; is represented as A,
sin(2# f1), the received signal is A, sin[27f(r — Tg)], where A, = amplitude of transimit-
ted signal and A, = amplitude of the received echo signal. The round-irip time T4 is equal
to 2R/c, where B = range and ¢ = velocity of propagation. If the target is moving toward
the radar, the range is changing and is represented as R = Ry — v,t, where v, = radial ve-
locity (nssumed constant). The geometry is the same as was shown in Fig. 3.1. With the
above substilutions, the received signal &5

4
Viee = A, $in [Zﬂ,ﬁ(l ¥ T”)a - =ik ] (3.5)
The received frequency changes by the factor 2fy,/c =2v, /A, which is the doppler
frequency shift f,.* If the target bad been moving away from the radar, the sign of the
doppler frequency would be minus, and the received frequency would be less than that
tramsmitied.
The received signal is heterodyned (mixed) with the reference signal A,.r 5in 27fs
ani the difference frequency is extracted, which is glven as =

Vy= A, cos (2mfa — 4mR,/A) [3.6]

where A, = amplitude, f; = 2v,/A = doppler frequency, and the relation fA = ¢ was used.
(The ¢osing replaces the sine in the triconometry of the heterodyning process.) For sta-
tionary targets f; = Q and the output signal is constant. Since the sine takes on values from
+1 to —1, the sign of the clutter echo amplitude can be minus as well as plus. On the
other hand, the echo signat from a moving target results in a time-varying output (due to
the doppler shift) which is the basis for rejecting stationary clutter eu:lmes (with zero
doppler frequency) but allowing moving-target echoes to pass. _» -~ -

I *The terms dopphr frequency shifi, doppler frequency, ond doppiey shiff orm used interchangeably in his chapar,
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If the radar pulse width is long enough and if the target's doppler frequency is large
enough, it may be possible to detect the doppler frequency shift on the hasis of the fre-
quency change within a single pulse. If Fig. 3.42 represents the RF (or IF) echo pulse
train, Fig. 3.4b is the pulse train when there is a recognizable doppler frequency shift. To
detect a doppler shift on the basis of a single pulse of width T generally requires that there
be at least one cycle of the doppler frequency 7 within the pulse; or that f;7> 1, This
condition, however, is not usually met when detecting aircraft since the doppler frequency
£z 15 generally much smaller than 1/, The the doppler ##ect cannot be utilized with a
single short pulse in this case. Figure 3.4¢ is more representative of the doppler frequency
for alrcraft-detection radars. The doppler is shown sampled at the pulse repetition fre-
quency (prf). More than one pulse is needed to recognize a change in the echo frequency
due o the doppler effect. (Figure 3.4¢ is exaggerated in that the pulse width B usually
small compared to the pulse repetition period. For example, r might be of the order of 1
5. and the pulse repetition period might be of the order of I ms.)

Sweep”Sweep  Subtraction and the Delay-Line Conceler  Figures 3.5a and b represenl
lin a very approximate manner) the bipolar video {both positive and negative amplitudes)
from two successive sweeps* of an MTI {moving target indication) radar defined at the
beginning of this chapter. The fixed clutter echoes in this figure remain the same from
sweep to sweep, The output of the MTI radar is called bipafar video, since the signal
has negative a well as positive values. (Unipolar video is rectified bipolar video with

=T+

— A W M Witk
sl

—N\ AVA" AV avA"

fel

Figure 3.4 [a) Representation of the echo puise train ot cither the RF a IF portion of the receiver;
[b] video pulse frgin after the phase detector when he dc-ppierhncﬁmy fo= 1 /17 (] video puise
wrain for tha deppler frequency 3= 1/, which is usvally the cows bor aircrefsurveillonce rodar. The
doppler frequency signal is shown dashed in (c),as if it were CW. Note that the pulses in |c] have
an exaggerated width compared to the period of the doppler requency.

"Sweep @8y hers |5 what occurs In fhe Mime bebween o I'mm.mmad pulses, or 1|‘|§ pulse rupallmn in ﬂvql [}
is @ more conveaier fem o v Bhon 1= IIHIEH! repalilion purua b the lafter 15 more escr psive The

wriginally signilied Ihe xlion of moving the glecien beom ofa cathade rary nube dlaslary mraﬁ;ﬁvfmaf 1h1 fubs
during he hme of a pulse 1spetilion
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Figure 3.6
Block diagram
of o single
delayline
concaler,
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Figure 35  Two successive sweeps, [a) and |b), of an MTI radar Ascope display fomplitude @3 o
function of time, or ronge}._ Arrows indicale he positions of moving targets. When (D] is subtrocted
from [a], the result is [ch ond echoss frem stafionary targets are canceled, leaving onty moving
targets.

only positive values.) If one sweep is subtracted from the previous sweep, fixed clutter
echoes will cancel and will not be detected or displayed. an the other hand, moving tar-
gets change in amplitude from sweep i sweep because of their doppler frequency shift.
If one sweep is subtracted from the other, the result will be an uncancelled residue, as
shown in Fig. 3.5¢c.

Subtraction of the echoes from two successive sweeps is accomplished in a delay-
line canceler; as indicated by the diagram of Fig. 3.6. The output of the MTI receiver is
digitized and i< the input o the delay-line canceler (which performs the role of a doppler
filter). The delay T & achieved by storing the radar output from one pulse transmission,
or sweep, in a digital memory far a time equal to the pulse repetition period so that
T =T, = l{f,- The output obtained after subtraction of two successive sweeps is bipolar
(digital) video since the clutter echoes in the output contain both positive and negative
amplitudes [as can be seen from Eq. (3.6) when £, = 0]. I is usuvally called video, even
though it is a series of digital words rather than an analog video signal. The absolute value

Bipotar Unipolar
[ciigital) (digital)
Bipolar video viden
s AD Delay Absolute Analog

1dea _— e | Subtroct e e
::1I'"-ll " converter T = Lff, 3 : value WA display
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of the bipolar video is taken, which is then unipolar video, Unipolar video is needed if
an analog-display is,used thiat requires positive signals only, The unipolar-digital video is
then converted 1o an analog signal by the digital-to-analog (D/A) converter if the processed
signal is to be displayed on a PP1{plan position indicator). Alternatively. the digital sig-
nals'may be used for automatically making the detection decision and for further datapro-
cessing, such as antomatic tracking and/or target recognition. The name delay-line can-
es & was originally applied when analog delay lines (usually acoustic) were used in the
garly MTI radars. Even though analog delay lines have been replaced by digital memo-
ries, the name delay-line canceler is still used 1o describe the operation of Fig. 3.6.

MTI Radar Block Diagram  The block diagram of Fig. 3.3 illustrated the reference signal
necessary for an MTI radar, bot it is oversimplified. A slightly more elaborate block
diagram of an MTI radar employing a power amplifier as the transmitter is shown in
- Fig. 3.7. The local oscillator of an MTI radar’s superheterodyne receiver must be more
stable than the local oscillator for a radar that does not employ doppler. If the phase of
the local oscillator were to change significantly between pulses, an uncancelled clutter
residue can result at the output of the delay-line canceler which might be mistaken for a
moving target even though only clutter were present. To recognize the need for high sta-
bility, the local oscillator of an MTI receiver is called the stalo, which stands for stable
{ocal osciliator, The IF stage is designed as a matched filter, as is usually the case in radar.
Instead of an amplitude detector, there is a phase detector following the IF stage, This is
a mixer-like device that combines the received signal (at IF) and the reference signal from
the cofic so as o produce the difference between the received signal and the reference
signal frequencies.® This difference is the doppler frequency. The name coho stands for

Figure 3.7

; Pulse
. Block diogrom modulator
of an MTI radar -7
that usas o }
power amplifier 3 Stk Power
as fhe Duplexer amplifier
fransmitier, P fitk
Mix —— ] Sr:;"" ——1 Mix
ftfy
IF Coho ~
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cofierent oseillaror to signify that it is the reference signal that has the phase of the rrans-
mitter signal. Coherency with the transmitted signal is obtained by vsing the sum of the
coho and the stalo signals as the input signal to the power amplifier. Thus the transmitter
frequency is the sum of the stalo frequency f; and the coho frequency f.. This is accom-
plished in the mixer shown on the upper right side of Fig. 3.7. The combination of the
stalo and coho sometimes is called the recefver-exciter portion of the MTI radar. Using
the receiver stalo and coho to also generate the transmitter signal insures better stability
than if the functions were performed with two different seis of oscillators. The output of
the phase detector is the input (o the delay-line canceler, as in Fig, 3.6. The delay-line
canceler acts as a high-pass filter 1o separate the doppler-shified echo signals of moving
targets from the unwanied echoes of stationary clutter, The doppler filter might be a sin-
gle delay-line canceler as in Fig. 3.6; but it is more likely to be one of several other more
elaborate filters with greater capability. as described later in this chapter.

The power amplifier 15 a goed transmitter for MTI radar since it can have high sta-
bility und is capuble of ligh power, The pulse modvlawer wros the amplifier on and ofl w0
generate the radar pulses. The klystron and the traveling wave twbe have usually been the
preferred type of vacuum-tube amplifier for MT1 radar, The crossed-field amplifier has also
been used, but it i genevally nomier (lese stable) than other devices; hence, it might not
be capable of canceling large clutter echoes. Triode and tetrode vacuum tobes have also
been used with success for radars that operate at UHF and lower frequencies, but they have
been largely replaced at these lower radar frequencies by the solid-state wransistor. The tran-
sistor has the advantage of good stability and 1t does not peed a pulse modulator.

Before the development of the high-power Klystron amplifier for radar application in
the 19505, the only suitable RF power generator at microwave frequencies was the mag-
netron oscillator, In an cecillator, the phase at the start of ¢ach pulse is random so that the
receiver-exciter concept of Fig. 3.7 cannot be used. To obtain a coherent reference in this
case, a sample of each ransmitter pulse is used 1o lock the phase of the coho to that of
the ransmitted pulse until the next pulse is generated. The phase-locking procedurs s re-”
peated with each pulse. The RF locking-pulse is converted o IF in a mixer that also uses
the stale as the 'seal oscillator. This methed of establishing coherence at the receiver some-
times is calied ceherenr an recefve. Further information on the MTI using an oscillator
may be found in previous editions of this text or in the chapter on MTI in the Radar

Heandboolk,' S

b. Draw the block diagram of delay line canceller and explain how it works. (8)
Answer:

The simple MTI delay-line canceler (DLC) of Fig. 3.6 is an example ol a time-domain
Sfileer that rejects stationary clurter ar zero frequency. 1t has a frequency response function
H(j) that can be derived from the ume-domain representation of the signals.

Frequency Response of fhe Single Deloy-Line Canceler  The signat fram a target at range
Ry, at the output of the phase detector can be written

1-"'" = #Smfzﬁ_ﬁﬁ ire 'Ii?g]:l Eaa?i
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where f; = doppler frequency shift, ¢y = a constant phase equal to 4wfy/A, By = range a1
time equal 10 zere, A = wavelength, and & = amplitude of the signal. |For convenience, the
cosine of Eq. (3.6) has been replaced by the sine. | The signal from the previous radar trans-
mission is similar, éxcept it is delayed by a ime T, = pulse repetition interval, and is

Vo =k sin [2mfs(t = T,) — di) [3.8]

The amplitude k is assumed to be the same for both pulses. The delay-line canceler sub-
tracts these two signals, Using the trigonometric identity sin A — sin 8 = 2 sin[({A — B)/2]
cos [(A 4 B)2], we get

V=V, ~ ¥y = 2 sin (wf,T,) cos [gm{: = —zﬂ) - :_fq_,] [3.9]

The output from the delay-line canceler is scen to consist of a cosine wave with the same
frequency fy as the input, but with an amplitude 24& sin (=, T,). Thus the amplitude of the
canceled video output depends on the doppler frequency shift and the pulse repetition pe-
riod. The frequency response function of the single delay-line canceler (output amplitude
divided by the input amplitude k) is then

H(f) = 2 sin (7T, [3.10]

Its magnitude | H(f)| is sketched in Fig. 3.8.

The single delay-line canceler s a filter that does the job asked of it it eliminates
fixed clutter that iz of zero doppler frequency. Unfortunately, it hag two other properties
that can seriously limit the utility of this simple doppler filter: { 1) the frequency response
function also has zero response when moving targets have doppler frequencies at the pri’
and its harmonics, and (2) the clutter spectrum at zero frequency is not a delia function
of zero width, but has a finite width so that clutter will appear in the pass band of the
delay-line canceler. The result is there will be target speeds, called blind speeds, where
the targer will not be detected and there will be an uncanceled clutter residue that can in-
terfere with the detection of moving targets. These limitations will be discussed next,

Biind Speeds The response of the single delay-line canceler will be zero whenever the
magnitude of sin (7;T,) in Eq. (3. 10) is zero, which oceurs when wfd, =0, £m =2
*3m, ... . Therefore,

fi==t=—""=nf, a=012,... [3.11]

i1 r ]
=
=
O .. Dwlil, . .20 o~ 3
Frequency
Figure ~ Mognitude of the frequency re:punm |'H|:f[r5 gFa :mgll delay-line sonceler as given
by Eq 3 10§, whers f, = pulse rapsiition frequency and T, = 1/

© IETE
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Figure 3.9

© IETE

This states that in addition to the zero response at zeto frequency, there will also be zero
response of the delay-line canceler whenever the doppler frequency ;= 2v,. /4 is a mul-
tiple of the pulse repetition frequency fi,. (The doppler shift can be negative or positive
depending on whether the tanget is receding or approaching. When considering the blind
speed and its effects, the sign of the doppler can be ignored—which is what is done here.)
The radial velocities that produce blind speeds are found by equating Egs. (3.11) and (3.3},
and solving for the radial velocity, which gives

nA AL
_— e FR =05 ;
Vi o7, 5 n [3.12]

where v, has been replaced by v, the mth blind speed. Usually only the first blind speed
vy is considered, since the others are integer multiples of v;. i A is measured in meters,
fp i hertz, and the radial velocity in knots, the first blind speed can be writien

vy (k) = 0.97 A (m) £, (Hz) = A (m) f, (Hz) [3.13]

A plot of the first blind speed as a function of the pulse repetition frequency and the var-
ious radar frequency bands is shown in Fig. 3.9.

Blind speeds can be a serious limitation in MT] radar since they cause some desired
moving targeis to be canceled along with the undesired clutter at zero frequency, Based
on Bq. (3.13) there are four methods for reducing the detrimental effects of blind speeds:

Plot of the first Unambiguous range, nmi

blind speed, Eq. (3.13), a5 a RODGON 400 300 200 m::raium "f”f' X g 634 3 2 !
function of the pulse repetifion 00 =TT T T t
frequency fer the various rodar b
frequency bands,

First blind speed, knots

100 10040 10,000 1000, 00}
Pulse repetition (requency, hertz
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. Operate the radar at long wavelengths (low frequencies).
. Operate with a high pulse repetition frequency.

. Operate with more than one pulse repetition frequency.

. Operate with more than one RF frequency (wavelength).

B T =

Combinations of two or more of the gbove are also possible to further alleviate the
effect of blind speeds. Each of these four methods has particular advantages as well as
limitations, so there is not always a clear choice as to which to use in any particular
application,

Consider the case where a low REF frequency is chosen to avoid blind speeds. If, for
example, the first blind speed is to be no lower than 640 ki (approximately Mach 1) and
the prf is selected as 330 Hz (which gives an unambiguous range of 245 nmi), then the
radar wavelength from Eg. (3.13) is 2 m. This corresponds to a frequency of 150 MHz
(the VHF region of the spectrum). Although there were many radars at VHF built in the
1930s and early 19405 and there are still advantages to operating a radar at these
frequencies, VHF is not usually considered a desirable frequency choice for a long-range
air-surveillance radar for a number of reasons: (1) resolution in range and angle are poor
due to narrow bandwidths and large beamwidths, (2) this portion of the electromagnetic
spectrum is crowded with other than radar services (such as broadcast FM and TV),
and (3) low-aliilude coverage generally is poor. Thus attempting to use low frequencies
e avoid the blind speed problem s not wswally a desirable option for many radac
applications.

On the other hand, if we choose to operate at a high RF frequency and increase the
prf o avoid blind speeds, we would then have to tolerate the many range ambiguities that
resull. For example, if the first blind speed was agnin chosen to be 640 kt and the wave-
length were 0.1 m (an S-band frequency of 3000 MHz), the prl would have to be 6600
Hz. This results in a maximum unambiguous range of 12.3 nmi, which is small for many
radar applications. {Such an approach, however, is used successfully in pulse doppler
rudars, as discussed later in this chapter.)

When two or more pris are used in a radar, the blind speeds at one pri generally are
different from the blind speeds at the other prfs. Thus targets that are highly atienuated
with one prf might be readily seen with another prf. This technigue is widely used with
air-surveillance racdars, especially those for civil air-traffic control. A disadvantage of a
mulliple-prf waveform is that multiple-time-around clutter echoes (from regions beyond
the maximum unambiguous range) are nol canceled.

A radar that can operate al two or more RF frequencies can also unmask blind speeds,
but the required frequency change is ofien larger than might be possible within the usual
frequency bands allocared for radar use. A limitation of multiple frequencies is the need
for greater sysiem bandwidth,

In some circumstances, it might be desirable 10 tolerate the blind speeds rather than
accept the limitations of the above methods, As in many aspects of engineering, there is
no one single solution best for all cases. The engineer has to decide which of the above
limitations can be accepted in any particular application.
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Blind speeds occur because of the sampled nature of the pulse radar waveform. Thus
it is sampling dhat is-the-cause of ambiguitics, or alissing, in the measurement of the
doppler frequency, just as sampling in @ pulse radar (at the prf) can give tse to ambigu-
ities in the range measurement.

Clutter Attenuation  The other limitation of the single delay-line canceler Is insufficient
‘attenuation of clutter that vesults from the finitz width 'of the ¢luitér spectrum. The single
delay-Ine canceler whose frequéncy response- was shown-in Fig. 3.8 does what it is sup-
p e d to do, which §s to. cancel stationary clutter with zero' deppler-shift. In the “real
world,” however, the clutter specirom has a finite widthdue-to such things as the inbemal
motions of the clutier, instabilities of the stalo and coho oscillators, other imperfections
of the radar and its signal processor, ad the finite signal duration;(The factors that widen
the clutter spectrum will be. discussed later In-8r,, 3.7.) For present purposes we will as-
sume e clutter power speciral density 18 represented by a gaussian function, and is writ-
ten-& ) " R,

W( ) = W exp [-—-:—E;?) = Wp &xp (_%E) =0 [3.14]
where' Wy.= pedk valueof the clutier power Spectral density, atf = 0 o, = standard de-
viation of the clufter spectrum in hentz, and:o; = standard deviation of the clutier spec-
trem in meters/second. The relation between the two forms Of the clutter-spectrum stan-
deviation is based on applying the doppler frequency expression of Eq: (3:3) such -
that o = 2o, /A, The advantage of using the standard deviation &}, is that it is often in-
dependent of the frequency, whereas o is in henz and depends on the radar frequency.
Nevertheless, we will geperally use o, in this chapter for the Clutter spectrum.

The consequences of 3 finite-width clutter spectrum céinn be seen from Fig. 3.10. me—
frequency response of the single delay-[ihé canceler shown by the solid curve encom- -
passes a portion of the clutier spectrum; thierefore, cluttér will appear in the output. The
greater the standard deviation ¢, the greater theé amount of clutter that will be passed by
the filter D interfere with movis et detection. Thé clutter atteénvation (CA) produced
by a single delay-line canceler E’m SERE A

Single

Felntve nespoase
=
=N a ]

PO

Figure 310 Relgsve | f a sihgle delayline cancelar (solid corvel and e
double delayline cancelet [dothed curvel, lohg wilh the frequency speclrum o the clufer [shoded
area). Noie the clitter spectrum is Iplded over Gt the' pef and-ils harmonics because of the sampled
nehures of 2 pulse radar wavelorm
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wog

CA =—
| ot ar

[3.15]

where Hi [} is the frequency response of the delay-line canceler. Substituting for H{f)
[Eq. {3.10}], the clutter attenuation becomes

2 2

A= - e
J:Wuexp{—fzﬂu'f]si sin’(mfT,)df 1 7P (-2TT00

c [3.18]

If the exponent in the denominator at the right-hand part of this equation is small, the ex-
ponential term exp [—x] can be replaced by 1 — x, so that
Ay

Ariel 16nc
In this equation the pulse repetition period T, has been replaced by 1if,. The clutter at-
tenuation provided by a single delay-line canceler is not sufficient for most MTT radar
applications.

If a second delay-line canceler is placed in cascade, the frequency response of the
two filters is the square of the single delay-line canceler, or

H(f) =4 sin” (mf T, [3.18]

This is indicated in Flg. 3. 10 by the dashed curve (except that we have ploted the rela-
tive response rather than the absolute response). Less of the clutter spectrum is included
within the frequency response of the double delay-line canceler; henee, it attenuates more
of the clutter. The clutter attenuation for the double delay-line canceler is

74 [t
487t 7687 o

CA

[3.17]

CA [3.19]

Additional delay-line cancelers can be cascaded to obtain a frequency response H(f)
which is the nth power of the single delay-line canceler given by Eq. (3.10), where n is
the number of delay-line cancelers.

MTI Improvement Factor  The clutter attenuation is a useful measure of the perfor-
manece of an MTI radar in canceling clutter, bat it has an inherent weakness if one is not
careful. The clutter attenuation can be made infinite by wrning off the radar receiver! This,
of course, would not be done knowingly since it also eliminates the desired moving-tar
get echo signals. To avoid the problem of increasing clutter attenuation at the expense of
desired signals, the TEEE defined® a measure of performance known as the MTT im-
provement facror which includes the signal gain as well as the clutter attenuation. It is de-
fined as “The signal-to-clutter ratio at the output of the clutter filter divided by the
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signal-to-clutter ratio at the input of the clutter filter, averaged uniformly over ali targei
radial velocities of interest.” [t is expressed as

A i single/clutter}.., C B
=l — | =l —
Improvhensnt ftr = I (singlefclutter),,, L Con S L

= ICA, X average gain [3.20]

The vertical line on the right in the above equation indicates that the average is taken with
respect i doppler frequency 1. The improvement factor can be expressed as the clutter
attenuation CA = (C;y/C) times the gverage filter gain. The average gain is determined
from the filter response H{f) and i§ usually small compared o the dutter attenuation.
The average gain for a single delay-line canceler is 2 and for a double delay-line canceler
is:6. The improvement factorsfor. single and double delay-line cancelers ars

I A’

Iy (single DLC) = P = Py [3.21]
# elp [

1 at
8n'(odf)  128n(adf,)

The general expression for the improvement factor for a canceler with # delay-fine can-
celers in cascade is”

I+ (double DLC) = [3.22]

il | n
I; (n cascaded DLCs) = F( 2o, }] [3.23]
As with the previous expressions, this applies when o, /4, is small. A plof of the im-
provement factor as a function of o/, is provided later in Fig. 3.13. The mtio .4, 15 a
measure of the amount of “doppler space” occupied by clotter, Bquation: (3.23) also ap-
plies for the so-called N-pulse canceler with W = n-+1, to be discussed next,

N-Pulse Deday-Line Conceler A double delay-line canceler is shown in Fig, 3.11a. A can-
celer with two delay lines that has the same frequency response as the double delay-line
canceler, but which is arranged differently, is shown in Fig. 3.11 This is known a5 a
three-pulse canceler since three pulses are added, with appropriate weights as shown, To
obtain a sin”(@,) response, the weights of the thres pulses are +1 2 +1. When the
input is s(#), the output of the three-pulse canceler is then

&) — 1‘!‘“‘ + T;.IJ 35 3{1 - zrp]
which is the: same as the output from the double delay-line canceler
()= e+ T,) = [s(2. + T) — ot + 2)].

Thus the dovble delay-line canceler and the three-pulsecancelerhave the same frequency
response function. s

A four-pulse canceler with weights +1, =3, +3, —1 has a frequency response pro-
portional to sin® (@fTp): A five-pulse canceler has weights +1, —4;+6, —4, +i. dEris

© IETE
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Tnput —

_.ai Delay line 7= 1, |— | Delyline T= 4, |—_ iR
| +] i Iz Chasul
[a]

|

Input _._._-.._J Deluy line 7= 1ff; Delay line T'= 1/f, |—*! LF:NJ_, v
.2F—-gf

bl

Figure 3.11 (0] Dovble delayline canceler; (b three-pulse canceler. The wo configurations have the same frequancy
response, The three-pulse canceler of [b] is on exampls of o fronsverial filter,

Figure 3,12
Trﬁ:mml, a
nonnecirsive,
filler For MATI
signal

procassing.
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the of delay lines, there + pulses produce
fun=tion proportional o sin® (a7, ) whe weights coefficients of the
expanston of fe binomeal series (1 — x)™ with alternating sizns. ‘The biromial weights
with alternating sign o given by
f

ﬂi:E_l}mf-:—:#lE!-:T: 1! e il pad

The N-pulse canceler has the sam: frequency response as # single delay-line cancelers in
cascade, where ¢t = N — 1, The greater the value of N, the greater will be the clutter

attenualion.

Transversal (Nonrecursive) Filier  The three-pulse canceler of Fig. 3.11b is an example of
1 trunsversed filter, Its generul Torm with i delay lings is shown in Fig. 3.11.The weights
wy; are gpplied to the N = p + ] pulses and then combined in the summer, or adder. The
transversal filter is a time-domain filter with feed forward lines und taps with weights w;.

Delay Delay Delay
Spet T ¢ H n

Suminer

Cranpust
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Figure 3.13
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MT improve-
ment factar for on MNpulse
delayline cancelar with
binomial weights {doshed
curves) and opfimum weights
{solid curves) as a funclion af
the clutier spectral width o

| iAFer Andrews ?)

The delays T, are usually equal, but they need not be (Sec. 3.3). The configuration of Fig.
3.12 is also known as 4 nonrecursive filter, feed-forward filter. finite impulse-response
{FIR) filter, or finite memory filter

“Optimum " MTI Filter  Transversal filters can have other than a sin"(mf T,) frequency
response by choasing other than binomial weights. It is logical to ask what might be an
optimum MTT filter. If one speaks of an optimum, there must be some criterion on which
it js based. In the case of the so-called oprimum MT! ﬁh’er“ the criterion is that it maxi-
mize the improvement factor, Eq. (3.20). It can also be considered as one which maxi-
mizes the clutter attenuation. It happens that a close approximation to the “optimum™ MTI
filker is a transversal filter with binomial weights of alternating sign that has a frequency
response function proportional to sin® (mwf T,), where n is the number of delay lines, as
was discussed above, The optimum weights (1,—1) of a transversal filter with a single de-
lay line are the same as that of the single delay-line canceler, if the clutter spectrum can
be modeled as a gaussian probability density function.” The difference between the three-
pulse canceler and the “optimum” three-pulse MTT filter is less than 2 dB." The differ-
ence is also small for higher values of n. Figure 3.13 is a plot of the improvement factor
as a lunction of o, /f. where o, = the standard deviation of the clutter spectrum assum-
ing it is of gaussian shape, and f, = the pulse repetition frequency.” The solid curves ap-
ply for optimum weights and the dashed curves apply for binomial weights. There are two
things to be noted from this plot. First, the differences between the two sets of curves are
small so that we will take the optimom MTI filter to be adequately approximated by the
filter with binomial weights whose response is proportional to sin” («fT,). Second, suf-

ficient improvement factor for many applications might be obiained with no more than two

Improvement factor-dB

n, i A | W | i i _IJ_ T I A i i l o —
L] LR ni
{Chatter spectral widthiiradar pef)
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or three delay lines, if the improvement factor is the major criterion for the design of the
MTT filter.

The term eptimum is sometimes mistaken for the bess that can be achieved. Opti-
mum, however, 15 defined as the best under some implied or specified conditions. A so-
called optimum solution might not be desired if the conditions for which it is defined are
not suitable. This happens to be the case for the “optimum™ MTI filter mentioned above.
It is optimum if one wishes to have a filter that maximizes the improvement factor or the
clutter attenuation. This may seem to be a suitable criterion, but it is not necessarily what
one wants 0 achieve in a MTI filter. As the number n of delay lines increases in a filter
with H{( f) ~ sin" (7fT,), the response of H{ [} narrows and more and more clutter is re-
jected. The narrower bandwidth of the filter also means that fewer moving targets will be
detected. If, for example, the —10 dB width of H{ f) is taken as the threshold for detec-
tion, and if all targets are uniformly distributed across the doppler frequency band, the
following reductions in performance occur:

» 20 percent of all targets will be rejecied by a two-pulse canceler

= 38 percent of all targets will be rejected by'a three-pulse canceler
= 48 percent of all targets will be rejected by a four-pulse canceler

Thus if the “optimum” clutter filter is vsed, the loss of desired target detections is another
reason it should not employ a large value of n.

Skl B e L B e L TE e tha cliitter

3& e ﬂshad::d region'in F:g, '3.10, it can be seen n that'a desirable | Itﬁr s
- proximale arectangular passband ‘that attenuates the clutter but has l.in.iform response nrver
as much of the doppler space as practical. It would not have as miich clutter attenuation
as an “optimum” filter of the same number of delay lines: but 4s we have seen from Fig.
3.13, the clutter attenuation of the “optimum" generally is far grester than can be used in
practice when the number of delay lines n is large. A transversal filiér, as in Fig. 3.12
approximate a rectangular passband if it contains a sufficient number
of delay lines-and if the weights w, aré chosen appropriately.

Sonie examples of transversal, or nonrecursive, filters for MTI applications that have
appeared in the literature have been summarized by Y. H. Mao.'? Procedures for nonre-
cursive: filter design can be found in classical text books on digital filters. An early ex-
ample due t6 Houts and Burlage,'' based & & Chebyshey filter response that employs 15
pulses; is in Fig, 3.14. Also shown for comparison is thie response of a ﬂlrw-pulse can-
&& with binomial weights and the response of a five-pulse canceler with “optimum”
weights. Generally, the goal in such filter design is to achieve the necessary improvement
factor by choosing thie attenuation in the stopband of a bandpass filter, the extent of the
stopband, the extent and the ripple that can be tolerated inthe passband.

The lar;ge improvement factor that results with the “optimum™ MTI filter when n is
large can b€ raded for increased dﬂwlcr frequency passband. For example, when

o= El 001, Eq. (3.22) indicat~s that the thees_pulse-canceler, of double delay-line
canceler, {‘_whu:h is close to the “optimum™) has a thieoretical improvement factor of

91 dB. This '8 a large improvement factor and is usually more than is required for
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Amplitude response— |

Frequency

Figure 3.14  Amplitude response for three MII delay-line concelers. |1} Classical thr s
canceler, |2] fivepulse delay-line canceler with aplimum waights, and [3) 15-pulse Chabyshey
design.

| [Adnar Houts and Burlegs.""|

routine MT] radar applications. Purthermore, it might be difficalt to achieve such high
values in practice considering the problems of equipment instability and other factors that
can limit the improvement factor. The five-pulse “optimum” of Fig. 3.14 is indicated by
Hmuts and Rarla gr.” as having an improvement factor of 85 dB for this cluner spread and
the 15-pulse Chebyshey design has an improvement factor of 52 dB. If there are many
pulses available for MTT processing, an approximately rectangular filter response may be
preferred over the “optimum” since increased doppler-frequency passband is more im-
portant than extremely large theoretical values of improvement factor which are not needed
or cannot be achieved in practice. It has been said"’ that even with only five pulses avail-
able, a five-pulse Chebyshev design provides significantly wider doppler space than the
five-pulse “optimum™ design.

When only a few pulses are available for processing, there is probably little that can
be done to control the shape of the nonrecursive filter characteristic, and there might not
be much gained by using other than a filter with binomial weights that has a sin” (7fT,)
response.

Recursive Filters  The N-pulse nonrecursive canceler discussed above allows the designer
N zeros for synthesizing the frequency response using the classical z-plane procedure for
filter design, Each feedforward line and its weight w; correspond to a zero in classical fil-
ter design on the z-plane. Filter design using only zeros does not have the flexibility of
filter design based on poles as well as zeros. Poles can be obtained with delay-line can-
celers by employving feedback, With both feedback and feedforward lines providing both
poles and zeros, arbitrary filter frequency-response functions can be synthesized from cas-
caded delay lines, within the limits of realizability.'* These are known as recursive filters
or infirite impulse response (IIR) filters. Significantly fewer delay lines (and fewer pulses)
are needed (0 achieve desirable frequency-response funciions than with nonrecursive fil-
ters that only have zeros available for design in the z-plane.
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Figure 3.15  Canonical configuration of a recursive delay-line filier with both leedforword and
feadback.
| [Aker White and Ruvin, BE Mot Conv. Rec,, vol, 5, pt. 2, 1957 )

The canonical configuration of a time-domain filter with both feedback and feedfor-
ward is shown in Fig. 3.15. More usually, the canonical configuration is broken into sec-
tions with feedback and feedforward around individual delay lines. An example is the three-
pole Chebyshev filier of Fig, 3.16a. The frequency response of this recursive filier is shown
in Fig. 3.16b, with 0.5 dB ripple in the passband.'” The width of the passband can be
changed with different sets of weights. Figure 3.17, due to J. §. Shreve,"! compares the re-
sponse of a nonrecursive and recorsive filter. It is seen that the recursive filter provides a
frequency response that better resembles the rectangular shape than the nonrecursive, and
does sb with only two delay lines rather than the four of the nonrecursive filter__—

Answer:

ﬂumnmry of the Maiched Filter The characteristics of the maiched filter for an input sig-
nal s{fy are summatized below in short notation. omitting realizability factors and con-
stants. The symbols have been defined previously in this section.

- R

. Frequency response function: S*( f)

Maximum output signal-to-noise ratio: 25N,
Magnitude of the frequency response: [H(f)| = 15 (fil
Phase of the frequency response: @, f) = —di f)
Impulse respanse: s(—1)

. Output signal waveform for large signal-to-noise ratio: auiocorrelation function of s(z)

Relation beiween bandwidih and pulse width for a rectangular-like pulse and con-
ventional flter: Br == |

Frequency response function for nonwhite noise: S*( f WIN{F)*

The maiched filter makes radar-signal detection quite different from detection in con-

a. Summarize the characteristics of the matched filter for an input signal s(t).

ventional communmication syswms, The detectability of signals with a matched-filter re-
ceiver is a function only of the received signal energy E and the input noise speciral den-
sity Mp. Detection capability and the range of a radar do not depend on the shape of the
signal or the receiver bandwidth. The shape of the ransmitted signal and its bandwidth
therefore can be selected to optimize the extraction of information without, in theory, af-
fecting detection. Also different from communicaticns is that the signal out of the maiched
filter is not the same shape as the input signal. It should be no surprise that the output

signul’s shape is:different from the input sifice the crterion for the matched filier staes
enly that detectability_is to be maximized, nor that the shape sf the sigpal is to be
preserved. . -~

(8)

b. How the automatic detection of radar signals achieved and by what means it

is different from conventional detection method?
Answer:
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An operator viewing a PPI display or an A-scope “integrates” in hisfher eye-brain com-
bination the echo pulses available from the target. Although an operator in many cases
can be as effective as an automatic integrator, performance is limited by operator fatigue,
boredom, overload, and the integrating characteristics of the phosphor of the CRT display.
With automatic detection by electronic means. the operator is not depended on to make
the detection decision. Awtomaiic detection is the name applied to the part of the radar
that performs the operations required for the detection decision without operator inter-
vention. The detection decision made by an automatic detector might be presented 1o an
operator for action or 10 a computer for further processing.

In many respects, automatic detection requires much better receiver design than when
an operator makes the detection decision. Operators can recognize and ignore cluier
echoes and interference that would limit the recognition abilities of some automatic de-
vices. An operator might have better discrimination capabilities than awtomatic methods
for sorting clutter and interference; but the automatic, computer-based decision devices
wan operate with far greater number of targets than an operator can handle,

Automatic detection of radar signals involves the following;

¢ Quantization of the radar coverage into range, and maybe angle, resolution cells.

= Sampling of the ontput of the range-resolution cells with at least one sample per cell,
more than one sample when practical.

= Analog-to-digital comversion of the analog samples,

= Signal processing in the recelver o remove as much nolse, clutter echoes, and inter-
ference as practicable before the detection decision is attlempied.

= Iniegration of the available samples at each resolution cell.

»  Constant false-alarm rate (CFEAR) circuitry o mainain the false-alarmipate when the
receiver cannut remove all the clutter and interference. :
#*  Clgtter map to provide the location of clutier %6 as to ignore known clutter echoes.

¢ Threshold detection to select target echoes for further processing by an automatic
track or other dam processor.

*  Measirenient of range and angle after T detection decjsion is made.

The automatic detection and tracking (ADT) system, which includes the above. was dis-
~cussed in Sec. 4.9. We next consider the automatic infegration of signals and the appli-
cation .of CFAR in the adtornatic detection pmcess.‘/_/
-
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The detector is that portion of the radar receiver that extracts the modulation from the car-
rier in order to dacide whether or not 4 signal is pregent. It extends from the JF amplifier
to the output of the video amplifier; thus, it is much more than a rectifying elemeat. The
conventional pulse radar as degeribed in Chaps. 1 and 2 employs an envelope delector
which extracts the amplitude modulation and rejects the carrier. By eliminating the car-
rier and passing only the envelope, the envelope detector destrovs the phase information.
There are other “detectors™ in radar that are different from the above description. The MTI
radar uses a phuse detector 10 extract the phase of the mdar echo relative to the phase of
a coherent reference, as described in Chap, 3. In Chap. 4, the phase-sensitive detector em-
ployed in tracking radars for extracting angle information was mentioned.

Optimum Envelope Detector Law  The envelope detector consists of the 1F amplifier with
bandpass filler characteristic, a rectifving element (such as u dinde), and a video ampli-
fier with a low-pass filter characteristic. The detector is called a linear detecror if the re-
lation between the input and output signal is linear for positive voltage signals, and zero
for negative voltage. (The detector, of course, is a nonlinear device even though it hears
the name lneas) When the cutput is the square of the input for positive voltage, the de-
tector is called sguare law. The detector law is usually considered the combined law of
the rectfying element and the video integrator that follows it, if an imtegrator is used. For
example, if the rectifying element has a linear characteristic and the video inlegrator has
a square-law characteristic, the combination would be considered a square-law detector.
Thera can be, of course, many athar detecior laws heside the linear and the square [aw,

The optimum detector law can be feund based on the use of the likelihood-ratio re-
ceiver Tt can be expressed as'’~'?

y = [ folav) [5.22]
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where y = output voltage of the detector

a = amplitude of the sinewave signal divided by the rms noise voliage
v = amplitude of the IF voliage envelope divided by the rms noise voltage
Iylx) = modified Bessel function of zero order

This equation specifies the form of the detector law that maximizes the likelihood ratio
for a fixed probability of false alarm. A suitable approximation js™

¥ = In Llav) = \fia ) T S A ?.. (5.23]
For large signal-to-noise ratios (a ¥ 1), this is approximately
b i 71 ]

which is a linear law. For small signal-wo-noise ratios, the approximation of Eqg. (523)
becomes :

y = (a4

which has the characteristic of a square-law detzctor. Hence, for large signal-tp-noise ra-
tin, the optimum fn [ detector may be approximated by a linear detector, and for small
signal-to-noise ratios il is approximated by a square-law detector.

The linear detector usvally is preferred in practice since it resulls in a higher dynamic
range than the square law and is less likely to introduce distortion. On the other hand, the
squarc-law detector usually is easier to analyze ihan the linear, so many analyses assume
a square-law characteristic. Fortunately, the theoretical difference in detection performance
between the square-law and linear dziectors when performing noncoherent integration vf-
ten is relatively insignificant.” * Marcum® alse showed that for a single pulse (no inte-
gration) the probability of detecting a given signal is independent of the detector law.

Logarithmic Detector  If the output of the receiver is proportional to the logarithm of the
input envelope, it is called a logarithmic detector; or logarithmic receiver. It finds appli-
cation where large variations of input signals are expected. Its purpose is o prevent re-
ceiver saturation and/or (o reduce the effects of unwanted clutier echoes in certain types
of non-MTI receivers (&3 in the discussion of the log-FTC receiver in Sec. 7.8). A logi-
rithmic characteristic is not used with MT] receivers since a nonlinear characteristic can
limit the MTI improvement factor that can be achieved.

There is a loss in detectability with o logerithmic receiver, For 10 pulses integrated
the loss in signal-to-noise ratio is sbout 0.5 dB, and for 100 pulses integrated, the loss s
about 1.0 dB.* As the number of pulses increase, the loss approaches a maximom value
of 1.1 dB.*

[ Q@ Detector  The Jand @, or #i-phage and guadratere, channels were mentioned in Sec.
3.5 in the discussion of the MTI radar. There it was noted that a single phase-detector fed
by a coberent reference could produce a significant loss in signal depending on the rels-
livie iming (or “phase”™) of the pulse train and the doppler-shilied echo signal. In an MTI
radar, the term bline phase (not a truly descriptive term) was used to describe this loss.
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'The loss ue o blind phases was avoided [ a second parallel detector channzl, called e
guadrature, o1 2 channel, wae ased Wil a refercnce signal 1 out of phase (rom the
refercnee signal of the rirse channel, called the in-phase, or [ cuinne! Mos! signal pro-
cessing analyses pow use [ und 2 channels as the receiver model especially when L
doppler frequency is extracted,

Mz 02 detecion 18 more general than (st for avoiding Joss Jue in blind phases in an
MTI mdar, Figure 5.3 illustrates the 7.¢7 detector. I1 is sometimes called a svnchronous
detector™® 1t the input is 1t narrowband signal havin g & carrier frequency fy (which could
i the IF frequency » with i time- vory ing mnplitude alf) and time-varying pnase @(t), then

input signal: s{f) = alr} sin [27fot + )]

The oulput 01 the in-phase channel i X6 ~ ate) vos [d(] and the culpal of the guadrs-
wre channel 15 ) = afnisin [$N)]. The input signal then can be represented as
S0 = fevsin 2ufplf # Q00 cos 2afyr. Thus the [ and & channels togeiner provide (he am-
plitade ana phase modolations of the input signal,

[f the outputs ot (he £ and O channels of Fig. 5.3 arc squared and combined (summed),
then i square root of the swim o e squares is (he crveluope an/po! the inpuot signal, This
describes an envelope detector The phase diri of the input signal 1s gretan (7).

The ¢ representation s commonly usedin digial signa processing.” The digitized
signals o1 represented by compiex nwinbers derived from e ¢ and ) components. n
each chaonel. (e signal v+ digitized by an 1oalov-io-digital (AT converien 1Q produce
series of complex digital samples from the signal § - J. According (o the sgmipling the-
e, 1F the eoput signal has e nandwidth B there must be at least 25 samples por second
Tthe Nyquist rece) @ Buthtolly reprosluce £ae signal. Because there are 1w channels 1o
the 1,Q detector, the A/D converler i cach of the Fand £ channcls needs only ti- sample
a1 me rate o1 & samples por second. Lthus reducing the complexity reauiied of lhe A/D
COM ErIeTs.

With u rate of /7 samples per scoond, thege (= a loss of about 0.6 JB compared o
continuous sampling, since the sampling is mot guarantzed 1o peour it the peak of e

I L
e
Lo w‘

vz

—
Low pas:
i MINT e I'IHE:!I b M) = anir} 5in 1)

Figure 5.3  [,& deecior
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output.”” Much of this loss can be recovered by sampling at a rate of 2B samples per sec-
ond. In some applications, further loss might oceur due to the two channels not being pre-
cisely 90° out of phase, not being of equal gain, or if they are not perfectly linear™

When 1.0 channels are used for MTT processing, a doppler filter such as a delay-ling
canceler is included in each channel to separate moving targets from stationary clutter, as
wils discussed in Sec, 3.5,

Coherent Detector  The so-called “coherent detector” sometimes has been described in
the past literature as a single-channel detector similar (o the in-phase channel of the 1.0
detector, but with the reference signal at the same exact frequency and same exact phass
as that of the input signal. Compared to the normal envelope detector of Chap. 2, the
signal-to-noise ratio from a coherent detector might be from 1 to 3 dB greater. Unfortu-
nately, the phase of the received radar signal is seldom known, so the single-channel co-
herent detector as described generally is not applicable to radar. The . Q detector of Fig.
5.3 can also be considered as a coberent detector, but without the limitation of the co-
berent detector described above,

Q.6 a. What do you understand by term clutter? Enlist the different types of clutter

(names only) and explain detection of target in sea clutter?
Answer:

“Clutter is the lerm ~~ bég radiar engineers to depoie wnwanted echoes from the natural
enviconment, [L hnplies that these unwanted echioes “clutter” the radar and make Jifficult
the detection of wanted fargets. Cluller includes echoes Fromy lind, sea. weather [particu-
Iy rain ) birds, aodd insects, At the lower raday, frequencics, cohngs from ionisod meteor
traels and aupora alsoe can l'||'|:|d1|L-r: olutter, The electronic warfare technigue known as
chaff™ although not 4n cxaenple of the natural environment, 15 vsually considered as clut-
Ler sinee it 15 unwanted and resembies clutter from ruin. Clutter 15 gencrally distributed in
spatal extent tn that i 1« much brger inphysical size than the radar resoiution cell, There
are also “point.” or disceete. clutter echoes, such as TV and water towers, boildings. and
other simmilar structures that produce large backscation. Large clutler echoes can mask
echoes from desired largets and fimit cdar capabilily. When cluller is muech larger than
receiver nomsy, the optimum riclyr waveform and signal peocessing can be quite different
from that copioyed when only receiver noise is the dominant limitation oa scensilivily

Badar echoes [rom the environment are not always undesired. Retlections from sioem
clouds. T example. can be a nuisance to il radar that (must detect aireralt; bulstormclouds

*Chafl is on electronic cauilérmgasse fhol consisis of o kg numdar of thin possieg reFectors, nhen merlli il
strips . Whien released from an oircrofl they we quickly dioersed by the wind to form a fighly reflecting cloud, &
weitrinegly small bundle of chalf con form @ cloud with 0 1adin grams section compearable to thot of o lorge Dircrafi
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coniaining rain are what the radar meteorologist wants o detect in order o measure rain-
fall rate over a large area. The backscaner echoes from land can interfere with many
applications of radar, but they are the target of inerest for ground-mapping radar. syn-
thetic aperture radars, and radars that observe earth resgurees. Thus the same environ-
mental echo might be the desired signal in one application and the undesired cluter echo
in another. The observation of land, sea, weather and other nalural phenomena by radir
and other sensors for the purpose of determining something about the environment is
known as remaote sersing of the environment. or simply remore sensing. All radars, strictly
speaking. are remote sensors; but the term is wsually applied only to those radars whose
major function is (o observe the natural environment for the purpose of extracting infor-
mation about the environment. A prime example of a radar used for remote sensing is the
doppler weather radar,

Echoes from land or sea are examples of surfoce clurrer. Echoes from rain and chaff
are examples of valume clutrer: The magniude of the echo from distributed surface clul-
ter is proportional 1o the area illuminated. In order to have a measure of the clutter echo
that is independent of the illuminated area, the clutter cross section per unit area, denoled
by the symbol &, is commonly used 1o describe surface clutter. It is given as

o= Zc [7.1]

A,

where o, is the radar cross section of the clutter occupying an area A The symbol o is
spoken, and sometimes written. as sigma zera It has alen been called the seariering co-
effictent, differential scattering cross section, normalized radar reflectivity. backseaiter-
ing coefficient, and normalized radar crogs section (INRCS). The zero is a superscript since
the subscript is reserved for the polarization employved. Sigma zero is a dimensionless
quantity, and is often expressed in decibels with a reference value of one m¥m’,

Similarly, a cross section per unit volume is used to characierize volume clutter, 1t is
defined as

n=— 7.2l

where o, in this case is the radar cross section of the clutter that occupies a velume V,
Clutter cross section per unit volume, 7, s sometimes called the reflecrivin.

In the next section, the radar range equation for targets in surface clutter is derived
along with a brief review of the general character ¢l scattering from surface clutter. This
is followed by descriptions of radar echoes from land, sea, weather, and the atmosphere.
The chapter concludes by describing methods that might be used to enhance the detec-
tion of wrgets in cluner. /;;,.,

The radar echo from the sea when viewed at low grazing angles is generally smaller than
the echo from land. It usually does not extend as far in range as land clutter and is more
uniform over the oceans of the worlds than typical land clutter. It has been difficult, how-
ever, 10 establish reliable quantitative relationships between sea echo measurements and
the environmental factors that determine the sea conditions. Ancther difficolty in dealing
with sea echo is that the surface of the sea continually changes with ime. Nevertheless,
there does exist a large body of information regarding the radar echo from the sea that
can be used for radar design and provide a general understanding of its effect on radar
performance.

The nature of the radar echo (clutter) from the sea depends upon the shape of the sea
surface. Echoes are obtained from those parts of the sea whose scale sizes (roughness)
are comparable in dimension to the radar wavelength. The shape, or roughness, of the
sea depends on the wind. Sea clutter also depends on the pointing direction of the
radar antenna beam relative o the direction of the wind. Sea clutter can be affected by
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contaminants that change the water surface-tension. The temperature of the water relati
to that of the air is-also thought 1o have an effect on sea clutter,

The seq generally consists of waves that result from the action of the wind blowing
on the water surface. Such waves, called wind waves, cause a random-appearing ocean-
height profile. Swell waves oconr when wind waves move out of the region where they
were originally excited by the wind or when the wind ceases to blow. Swell waves are
less random and sometimes appear to be somewhat sinusoidal. They can travel great dis
tances (sometimes thousands of miles) from the place where they originated. The echoes
from an X-band radar viewing swell at low grazing angles will be small if there is no wind:
blowing, even if the swell waves are large. If a wind occurs, the surface will roughen and |
radar echoes will appear. |

Sew state is a term used by mariners as a measure of wave height, as shown in Table
7.2. The sea state description shown in this table is that of the World Mcl.uumhgicﬂz:
Organization. Sea state conditions can also be described by the Douglas scale, &:i
Hydrographic Office scale, and the Beaufort scale. The Beaufort is actually'a wind-speed |
scale.”’ Each gives slightly different values, so when a sea state is mentioned one should |
check which scale is being used. |

Although sea state js commonly used to deseribe the roughness of the sea, it isnol
a complete indicator of the strength of sea clutter. Wind speed is often considered a bel-
ter measure of sea clutter, but it is also limited since the effect of the wind on the sea de-
pends on how long a time it has been blowing (called the duration) and over how greal
a distance {called the ferch). Once the wind starts to blow, the sea takes a finite timato |
grow and reach equilibrivm conditions. When equilibrium is reached it is known as a fully
developed sea. For example, a wind speed of 10 kt with a duration of 2.4 h and a fewch
of at least 10 nmi produces a fully developed sea with a significant wave height (average.
height of the ane-third highest waves) of 1.4 ft.” Tt corresponds 10 sea state 2. A 20 ki

Table 7.2 World Meleorological Organization seo siale

Wave Height

Sea State Feel Meters Deseriptive Teem

0 ] 1] Calm, glassy

1 03 0-0.1 Calm, rippled

2 3-1% 0.1-0.5 Smooth, wavelets

1 24 0.6-1.2 Slight

4 4-8 224 Moderate

3 8-13 24-40 Rough

a 1320 40-60 Very rough

) 200-30 a.0-90 High

! a5 o.n-14 Very high

o aver 45 over 14 Phenonsmnal
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wind blowing for 10h over a fetch of 75 nmi results in a significantwave height of about
8 ft and corresponds to sea staie 4.

Average Valye of o” as a Function of Grazing Aagle A composite of sea clutter data
from many sources is shown in, Fig. 723 This figure was derived from daw for winds
varying from approximately 10 to 20 kt, and can be considered representative of sea state
3. (Sca state 2 is roughly the medium value of sea state; i.e., about balf the time over the
oceans of the world, the sea state 18 3 o less.) it is believed that Fig. 7.13 |5 teprecenta-
| tive .ofthe average behavior of sea clutter, hut there is more uncertainty in the data than
is indicated by the thin. lines with which the curves were drawn.

“The curves of Fig. 7.13 provide the following conclusions for sea clutter with winds

from 1 i 20 ki
» Ay high grazing angles, above about 45, sea clutter is independent of polarization
and frequency.

s Sea clutter with vertical polarization i« larger than with horizonial polarization. (A
higher wind spesds the differences between the two polarizations might be less.)

=  Sea clutier with vertical polarization is approximately independent of frequency. (This
scems to hold at low grazing angles even down to frequencies in the HF band.)

= At low grazing angles, sea clutter with horizontal polarization decreases with de-
creasing frequency. This is apparently due to the interference effect at low angles be-
tween the direct radar signal and the multipath signal reflecied from the sea surface.

figwe 7.13  Composite of iy I —— r ] :
wugad seq clutter o data
fam various sources for wind . A,
spuad:. funging from 10 !
g XandL
¢ {wert. and hor, pal.)
|
== \ 4
Kool L
=20 - X [vert. pol ) (var. pal} =
8 Livert pol) |
ok %
40 X (hor. pol. | i
L ihar, pol)
50 1~ 220 MHz (hor. pol. ) 4
S0 MMz (hor pal.y
B [ e

| i e | | L
10 % "3 40 . S T M 90
Grazing mngle (degrees)
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Theere is no simple law that describes the frequency dependence of sea clutter with
horizontal polarization,

Effect of Wind  The wind is the most important environmental factor that determines the
magnilude of the sea clutter. At low grazing angles and at microwave frequencies. backscat:

ter from the sea is quite low when the wind speed is less than about 5 ki. [t increases.
rapidly with increasing wind from about 5 to 20 ki, and increases more slowly at higher

wind speeds. At very high winds, the increase 15 small with increasing wind.

Figure 7.14 was derived from experimental data of John Daley et al. using the Naval
Research Laboratory Four-Frequency Airbome Radar ™ * As mentioned, sea clutter a1
the higher microwave frequencies and low grazing angles increases with increasing wind
speed, bt begins 1o level off at winds of about 15 to 25 ki. When viewed at vertical in-

cidence (grazing angle of 90%) and with zero or low wind speed, the sea surface is flat

and a large echo is directed back to the radar. As the wind speed increases and the sea
surface roughens, some of the incident radar energy is scattered in directions other than

back 1o the radar, so that @ will decrease. According to Daley et al., the value of o’ at :

vertical incidence in Fig. 7.14 can be represented by 25 w ", where w is the wind speed
in knols.

Al low grazing angles, less than about one degree, it is difficult 1o provide a quanti-

tative measure of the effect of the wind on sea clutter. This is due to the many factors that

nfluence o at low angles, such as shadowing of parts of the sea by waves, multipathin-
wricrenee, diffraction, surface traveling (cleetromagnetic ) waves, and ducted propagation. i
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Another factor affecting the ability to obtain reproducible measurements of sea clut-
ter is that a finite time and a finite fetch are required for the sea to become fully devel-
oped. Unfortunately, few measurements of sea clutler mention the fetch and duration of
the wind.

Sea clutter is largest when the radar looks into the wind (upwind), smallest when
looking with the wind (downwind). and intermediate when looking perpendicular to the
wind (crosswind), There might be as much as 3 1o 10 dB variation in ¢” as the anienna
rotales 360° in azimuth.”® Backscatter is mare sensitive to wind direction at the higher
frequencies than at lower frequencies; horigontal polarization is more sensitive 10 wind
direction than vertical polarization; the ratio of ¢ measured upwind 1o that measured
downwind decreases with increasing grazing angle and sea state; and at UHF the backscat-
ter is practically insensitive to wind direction at grazing angles greater than 107,

The orthogonal component of polarization from sea clutter (cross polarization re-
sponse) at grazing angles from 5 to 60° appears 1o be about 5 1o 15 dB less than the echo
from the same polarization (co-pol) as transmitted.™

Sea Clutter with High-Resclution Radar (Sea Spikes] The use of a clutter density, o (clut-
ter cross section per unit area), to describe sea clutter implies that the clutier echo is in-
dependent of the illuminated area. When sea clutter is viewed by a high-resolution radur,
especially at the hjgher microwave frequencies (such as X band). sea cluiter js not unj-
form and cannot be characterized by ¢” alone. High-resolution sea clutter is spiky. The
individual echoes seen with high-resolution radar are called sea spikes. They are sporadic
and have durations of the order of seconds. They are nonstationary in time, spatially non-
homogeneous, and have a probability density function that is non-Rayleigh. Sea spikes
are important since they are the majpor cause of sea clutter 4t the higher mucrowave fre-
guencies il low grazing angles, with any radar resolution.

Fig. 7.15 is an example of the time history of sea spikes in sea state 3 for pulse widths
varying from 400 to 40 ns and with vertical polarization.™® With 40-ns pulse width
(6-m range resolution), Fig, 7.15 shows that the time between sea spikes can be several
tens of seconds and the duration of cach spike is of the order of one or a few seconds, As
the pulse width is increased, more sea spikes appear within the Jarger resolution cell of
the radar and the time between spikes decreases. The peak radar cross section of sea spikes
in this example is almost 10 m®. (Al times they have been observed to be of even higher
cross section. ) The relatively large cross section and time duration ol sea spikes can re-
sult in their being mistaken for small radar targets, This is a major problem with sea spikes;
they can cause false alanms when a conventional detector based on gaussian receiver noise
is used.

Ul o calm conditions, sea state | or less, the echo signals still have the same spiky
appearance as in Fig. 7.15, bul are as much as 40 dB lower in cross seclion. A time his-
tory similar to that of Fig. 7.15, but for horizontal polarization, would show that sea spikes
with this polarization occur shghtly less frequently and are sharper {of briefer duration)
than with verlical polarization.

Rased on airbome radar measurements made at L, 8, and X bands with pulse widths
ranging from .5 1o S us, elotter is more spiky when the radar looks opwind or down-
wind rather than crosswind and with low rather than high grzing angles.™
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Figure 7.15  Ampliluds os o function of fime ot o fixed rangeresalufion cell for low grazing angle
Kband [#.2 GHz| seq cluber cblained off Bocn Ratan, Flarida, with pulse widihs ranging from 400
ns f2 40 ns in o windblown seq with many white cops fseo siale 3). Crossrange resclution is
approximately @ m, grazing angls of 1.4, and vertical pelarization, d

I [From . P Honsen and V. F Cavales &)

Sea spikes are evident when the radar resolution is less than the water wivelengi,
The physical size of sea spikes usually is less than the resolution of the radar which ob-
serves them, and it is said they appear to move at approximately the surface wave veloc-
ity.™ Sea spikes obviously are present with low as well as high resolwtion. At low resg-
lution, the sum of many individual sea spikes within the reselution cell produces an almost
continuous noiselike echo. At the lower frequencies where the radar wavelength is large
compared [0 the sea-swrface features that give rise to sea spikes, it would be expected that
the backscatter is no longer characterized by sea spikes,

Another characteristic of sea spikes is a relatively rapid and high-percentage
pulse-to-pulse amplitude modulation. According to Hansen and Cavaleri.®’ measured
modulation frequencies at X band vary from 20 to 500 Hz. The modulating frequency
seems to be affected by the type of physical surface (breaking water, sharp wave cresis,
ripples, etc.), the relative wind speed and direetion, and polarization of the radar, The
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characteristic amplitude modulations can be wsed for recognizing and rejecting sea spike
echoes from true target echoes.”'

In addition to changes in clutter characteristics with narrow pulse widths, as illus-
trated in Fig. 715, similar effects have been hoted.with narow antenna beamwidths.*® Tn
some cases, target detection in clutter can actually be enhanced when a smaller antenna
with a lower resolution is used rather than one with a high resolution that is bothered by
sea spikes.”> On the other hand, with very high resolution, targels can be seen jn'the Clear
regions between the sea spikes, so that subclutter visibility in thetraditional sense might
not be reguired.

(irigin aof Sea Spikes  Sea spikes are associated with breaking waves ar waves about to

break. Visible whitecaps are also associated with breaking waves, but whitecaps thein- -

selves do not appear lo be the cause of sea spikes since whitecaps are mainly foam with
entrapped air (which does not pesultin significant backseatter), It has been reported™ that
about-50 percent of the time the whitecap is seen visually either simultaneously gr 2 frac-
tion of a second later than the appearance of a sea spike-on the radar display. About 35
“to 40) percent of the time a spike ig observed when the swives have a very peaked crest,
but with.-nd.whitecap developed. A sea spike echo can nppear without e presence of a
whitecap, but no whitecap.is seen-in the absence of 2 radar observation of » spike. Thus
itcan be.concluded that the whitecap is not the-cause of the sea spike echo,

Wetzel™ has offered an explanation for the arigin of sea spikes based of the en
training plume juodel of a spilling breaker.™ In this model “a wrbulent plume emerges
from the unstable wave crest and accelerates down the forward face of the bregking wave,
entraining air os it goes.” Wetzel further assumes “that the breaking ‘event involves a cas-
cade of discrete plumes emitted along the wave crest ar-closely spaced times.” Based on
this model and some assumptions about the characteris{ics of the plume, Wetzel was able
to account for the peak radar cress section; frequency dependence, the spikier natare of
horizonid polarization, similarity of the appearance of sea spikes with bothherizontal and
vertical polarizations at very low grazing ungles, appearance of the characteristic modu-
lation; and other properties. He has pointed out that this mode] is based on 4 simplistic
hypothigsis that requires further elaboration. It dees not account, however, for the seatter-
ing when the radar views the sea downwind and it does not adequately explain the inter-
maf amphicode nrodufations of die sea spikies.

Detection of Signals in High-Resolution Sea Clutter The nature ©f sea spikes as seen
by high-resolution radar resulls ina probability density function (pdf) that is not Rayleigh.
Therefore, conventional methods For deteftion pEsignals in: gaussian noise do not apply.
(A Rayleigh pdf for cluiter power isrequivalent-to:2 gaussian pdf for receiver noise volt-
age.) Non-Rayleigh pdfs have "high tails”; that is. there i a higher probability of ob-
taining a large value of cliutter than when it-is Rayleigh. A receiver detector designed as
in Chap. 2-on the basis of gaussian noise, or Rayleigh clueter, will result in a high false-
=afarm rate when confronted with sea spikes. The statisties of -non-Rayleigh s2a clutter
are not easily quantified and can vary with resolution and sea state. Thus conventiohal
receiver detector-design based on-the.assumption of gaussian noise canniot be applied.
To avoid-excessive false: alarms-with non-Rayleigh 3ea clutter, the detection-decision
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threshold might have 10 be increased (perhaps 20 1o 30 dB). The high thresholds neces-
sary 1o avoid false alarms reduce the probability of detecting desived targets. When s
spikes e @ concem, detection criteria othier than those based on gaussian or Rayleigh
statistics must be used if a severe penalty in detection capability is 10 be avoided. '

One method for dealing with a sea spike 15 1o recognize its characieristic amplitude
modulations and delete the ses spike from the receiver. * Ancther method is 1o employ a
receiver with a log-log output-input characteristic whose function is to provide greates
suppression of the higher values of clutter than a conventional logarithmic receiver. In &
log-log receiver, the logarithmic characterisiic progressively declines faster thay the usual
logarithmic response by a factor of 2 to | over the range from noise level 1o + 80 dB
above noise.™”

Conventional pulse-to-pulse integration does not improve the detection of targels in
spiky clutter because of the long correlation time of sea spikes. However. a high antenni
scan rate (several hundred rpm) allows independent observations of the clutter to be made,
50 that scan-1o-scan integration can be performed.™” Similarly, if the target is viewed over |
a long period of time before a detection decision is made, the target can be recogmzed
by its being continuously present on the display while sea spikes come and go. One method
for achieving this is Gre compression, as mentioned Jater in Sec. 7.8.

The effect of sea spikes is less important for radars that are to detect ships since ship
cross sections are large compared to the cross sections of sea spikes. Sea spikes might in-
terfere, however, with the detection of small targets such as buoys, swimmers, submaring
periscopes, debris, and small boats. With ultrahigh resolution (wlirawideband radar) where
the range resolution might be of the order of centimeters, sea spikes are relatively sparse
in both time and space so that it should be possible to see physically small targets when
they are located in between the spiky clutter.

Sea Clutter at Very Low Grazing Angles™  Clutter at very low grazing angles differs from
that at higher angles because of shadowing, ducted propagation (Sec, §.5), and the chang-
ing angle at which the radar ray strikes the fluctoating sea surface.

The surface of the sea is seldom perfecily flat. It usually has a time-varying angle
with respect 1o the radar. A grazing angle might be defined with respect to the horizon-
tal, but it is difficull 10 determine the angle made with respect to the dynamic sea surface,
Refraction by the atmosphere can also change the angle the radar ray makes with he
surface.

Shadowing of wave tronghs by wave crests can occur, Scatterers as seen by the radar
are thought (o be mainly those from the crests, especially for horizontal polanzation,
Attempis to compute the effect of shadowing by simple geometrical considerations {to
detérmine how much of the sea surface is masked) have not proven successful. One
reason for failure of geometrical shadewing is that scattering features (such as stoshes,
plumes, and other effects of breaking waves) are not uniformly distribuled and are more
likely to be near the cresis of the waves, Diffraction effects can oceur which complicai
shadowing calculations, Thus the cffect of shadowing is more complicated than just sim-
ple masking, ">

Aomithcr fac e wconsider when ;r.':uu_llillg fion a theoretical understanding of sea spikes
{and microwave sea clutter in general) is the effect of a surface traveling radar wave thil
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is launched when the incident wave has a component of eleciric field in the plane of in-
cidence.”” The effect was mentioned in Sec. 2.7 and shown in Fig. 2.10 for scattering
from a long thin road. The surface traveling wave and its reflection from a discontinuity
can be a reason why microwave sea clutter seen with vertical polarization usoally is larger
than sea clutter seen with havizontal polarization,

At very low graxing aogles (less than about one degreel, sea clutier shouold decrease
rapidly wirh decreasing grazing angle, especially for horizontal polarization. Figure 7.3,
which is o generic plot of clutrer echo sirength as a function of grazing angle, attempts
to show this behavior. The decrease of clutter at low angles resulis from the cancellation
of the direct and surface scattered waves as [llustrated in the ideal representation given in
Sec. 8.2, Measurements” have demonstrated this rapid decrease in sea clutter below some
critical angle (the angle at which clutter changes from a & dependence at short range
o an R~ at longer range and low grazing angle, where R = range). Not all low-angle sea
clutter measurements, however, show this effect. For example, the curve for X-band sea
clutter in Fig, 7.13 does not show the presence of a critical angle below which the clut-
ter decreases rapidly.

One reason for the lack of a eritical angle in some cases is that at very low grazing
angles ducted propagation can occur.™ Emoneous measurements of ¢” can be made un-
Jess propagation effects are separated from sea-surface scatiering. This requires that duct-
ing propagation be accounted for using the proper propagation models ** The common)y
encountered evaporation duct, which occurs a large portion of the time over most of the
ecenns of the workd, probably is the dominant factor that gives rise to'larger values of sea
clutter than expected with normal (nonducting) refractive conditions.

It is difficult 1o obtain reliable empirical information on sea clutter at very low graz-
ing angles that is correlated with environmental conditions, [t is also difficult to obtain 4
theoretical understanding of the nature of the scatterers and the propagation medium at
low angles. Fortunately, sea clutter is quite low at very low grazing angles and might not
be a serious factor in most eadar applications that have to detect targets in a sea clutter
hackground. For example, at X band and sea state 3, o is less than —40 dB at 1.0, less
than - 45 dB at 0.3%, and less than —50 dB at (.1° grazing angle.* At lower frequencies,
sea clutter 5. even less than ot X band when the polanization is horizontal.

Sea Clutter ot Verlical Mormal) Incidence  Although sea clutter usnally is much lower
than land cluiter at low grazing angles, it is higher than land clatter at perpendicular in-
cidence. In the discussion of clutter at vertical (normal) [ncidence over a flat, perfectly
reflecting land surface, it was mentioned that the value of ¢ is approximately equal ©
the antepna gain G. The same is true over the sea. Thus when examining measured val-
ues of sea (or land) clutter al or near normal incidence, it necds (o be kept in mind that
the anenng has a significant effect on the value of the backscaner clutier power per unit
arca when the swface is flat or even when it is slightly rough.

Theory of Sea Clutter Many theoretical models have been proposed over the years to ex-
plain sea clutter. Most of the discussion here applics 1o moderate or low grazing angles,
Secattering near vertical incidence generally requires a different theorstical mode! than at

the lower grazing angles.
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Past attempts to explain sea echo have been based on two different approaches. I
one, the cluiter is assumed to originate from scattering features at or near the sea surfage |
Examples include reflection from a corrugated surface, ™ backscatter from droplets of |
sprity thrown into the air above the sea surface.” and backscaiter from small facets, o |
paiches. that lic on the sea surface."’ Each of these can be applied to some limiled aspeet |
of sea echo, but none has provided an adequate explanation that accounts for the expen-
mental evidence. |

The other approach is to derive the scattering field as a boundary-value problem in
which the sea surface is described by some kind of statistical process. One of the first at- |
tempts assumed that the surface disturbances could be described by a gaussian probzhile
ity density function. It has been said™ that aross observation of the sea characterized by
large water wavelengihs shows that the surface can be considered o be approximately
gaussian, but observation of the sea's fine stucture (which is what is of interest for radar |
backscatter) shows it is not so. Caleulations of the scattering of the sea based on a gauss.
ian surface™ produce results that appear at first glance to be reasonable, but on close ex:
amination do not maich expenmental data. The conclusion that the sea cannot be repre:
scnted as @ gavssian statistical surface was also found by uppliu:nti:lz:;! of the theory of choos
in nonlinear dynamical systems (o experimental sea clutter data. e

b. Derive the radar equation for detection of target in rain. (8)
Answer:
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"Mr Equation for Detection of Targetsin Rain  Rain can be a serious limutation to the de-
" tectlon of targets, especially a L-band and higher frequencies. The radur equation derived
here indicates the important parameters that affect detection of targets in rain.
We derive the radar equation for detection of a rarge! in rain by taking the rato of
the echo from the target and the echo from rain. It is assumed that the rain echo s much
larger than receiver noise. The received signal power 5 from the target s (Sec. 1.32)

2,2
f=p = FG7A o, (7.35]

T @m’R
where o, = turget radar cross section, and the other parameters are defined as in Eq. (7.24).
The: pain clutter C is similar to that of Eq. (7.33). and is written

P.GTe
Gw SEEETE 7.38
R A
where K is a constant = 12 % 107", (The constant X, includes the velocity of propa-
gation which has units of m/s.) The ratio of Eqs. (7.35) and (7.36) gives the signal-to-

¢lutter ratlo for & single pulse. [f the maximum range &, corresponds to the minimum
detectable signal-to-clutter ratio (5/C) i, then

K.GA'a,
TES Clenin

where K, — 4.2 » 10%, Attenuation has not been included. (For Z, one can substiute
200r' ®, or any other sultable ar™ relationship.) It should be notzd that the statistics of rain
echo can be different from these of recelver noise, and the value of (SIQ,,, might not ke
easy to determine. We see from Eq. (7.37) that for long-range detection of targets in ram,
the radar wavelength should be large (low frequency), the pulse width small. and the
beamwidihs =mall (high antenna gain).

The radar equation derived above {ordetection of targets i raiw applies for one pulse.
When a number of pulses arc available liome a targed. they may he added together (inte-
grated) to get larger signal-to-clutter ratio if the echoes are nut comelated. It was men-
tloned that for land and sea clutter the pulses might not be decorreluted pulse to pulse,
and the use of an ¢ffeciive number of pulses i, must be done with caution. Rain clutier,
however, is likely to be ¢lecorrelated quicker than other clutier echoes and have the sia-
tistics of the Rayleigh pdf if the radar resolution cell is not too smail and the prr is Aol
too high. Thersfore, it might he appropriate to include an effective number of pulses in
the numerator of Eq.(7.37) when the conditions for independent pulses apply. The decor-
refation (or independence) time of rain in seconds has been said to be

T, =02Mo, [7.38]

where A = radar wavelength in meters and o, = standard deviation of the velocity spec-
irun of the rain echo In m/s."'"™ For example, at § band (A = 10 om) and o, = 1 m/s, the

"
Rinax =

(7.37]

decorrelation time is .02 s, which means there are only 50 independent samples of rain
echo available per second. (The value of ¢, depends on wind shear, turbulence, and the
terminal fall velocities of the precipitation.'!? It varies from 0.5 m/s for snow 1o | mis for

rain. In convective storms it might reach 5 m/s.) //;—-“'

Q.7 a. Enlistall the important functions of radar antenna.
Answer:
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The radar antenna is a distinctive and important part of any radar. It serves the following
functions:

Acts as the transducer between propagation in space and guided-wave propagation in
the transmission lines.

Concentrates the radiated energy in the direction of the larget (as measured by the
antenna gain).

Collects the echo energy scattered back to the radar from a target (as measured by
the antenna effective aperture).

Measures the angle of arrival of the received echo signal so as to provide the loca-
tion of a target in nzimuth, elevation, or both.

Acts as a spatial filter to separate (resolve) targets in the angle (spatial) domain, and
rejects undesired signals from directions other than the main beam.

Provides the desired volumetric coverage of the radar.
Usually establishes the time between radar observations of a target {revisit time).

In addition, the antenna is that part of a radar system that is most often portrayed when
a picture of a radar is shown. (More can be learned about the nature of a radar from a
picture of its antenna than from pictures of its equipment racks.)
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With radar antennas, big is beautiful (within the limits of mechanical and electrical
tolerances and the constraints imposed by the physical space available on the vehicle that
carries the antenna), The larger the anténna, the better the radar performance, the smaller
can be the transmitter, and the less can be the total amount of prime power needed for the
radar system. The transmitting anienna gain and the receiving clfective aperture are pro-
portional to cne Another [as given by Eq. (1.8) or Eq. (9.9)] 50 that a large transmitting
gain implies a fage effective aperture, and vice-versa. As was mentioned in Chap. 1, in
radar 2 common anienna generally has heen used for both transmission and reception.

Almost all radar antennas are directive and have some means for steering the beam
in angle. Directive antennas méan narrow beams, which result-in accurate angular mea-
surements and allow closely spaced targets to beresofved. An important advantage of mi-
crowave frequencies for radar is that directive anteanas-with parrow beamwidths can be
achieved with apertures of relatively mall physical size.

.~ In this chapter, the radar antegna will be considered as either a transmitting or a re
ceiving anlenpg, depending: on Whichi is more convenient for explaining a particular an-
tenna propertly. Results obtained for me may be readily applied to the other because of
the reciprocity theorem of ani¢nna theory.’

Antenna designers have a variety of directive antenna types from which to choose in-
duding the reflector antenna in its various forms, phased arrays, endfire antennas, and
lenses. They all have seen application in radar at-one time or othér. These antennas dif-
fer in how the radiated beam. i s formed and the method by which the beam i5 steered in
angle. Steering the antenna beam can be done mechanically (by physically positioning the
antenna) or electropically (by using phase shifters with a fixed phased array), The rela-
tively simple parabolic reflector, similar to the antomobils headlight or the searchlight, in
one frm ar gther has been a popular microwave antenna for conventional radars. As will
be discussed later in this chapier, a parabolic reflector can be a paraboloid of revplution,
a section of aparaboloid, 4 parabolic cylinder, Cassegrain configuration, parabolic torus,
or a mirror scan (also <alled polarization-twist Cassegrain). There have also been appli-

 cations of spherical reflectors, but only for special limited purposgs.

Tte mechanicallyrotating array antennawas the basisfor mostof the lower frequency
air-amveillance radars that $&W service early in World War 1L They were eventually re-
placed by parabalic reflector antennas whenF & Frequencies increased to thie microwave

region during and just after World War I In the 1970s the mechanically scanned planar

array antenna reappeared; but at microwave frequencies with slotted waveguide radiaters
or printed-cireuit antennas rather thari dipoles. The mechanically scanned planar array is
found in almostall 3D mdarm@nnas low sidelobe antennas, andin airborme radars. where
the antenna is fitted behind a radome in tHe nase of the aircrafi. (A planaraperture allows
a larger antenna to be used inside the radome than is practical with a parabolic reflector.)
An example of a very low sidelobe rotating planar army used in the AWACS radaris
shown later In Fig. 9.49,

Starting in the mid-1960s the electronically steered phased array antenna began to be
employed for some of the more demanding military radar applications. It is the most in-
teresting and the most versatile of the various antennas, but it is also more costly and more
complex. -

b. When the beam of a phased array antenna is electronically steered to an
angle 0 from broadside, show that its beam width varies inversely as cos 0o.

Answer:
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P
"Elfwngn of Beamwidth with Steering Angle A5 the beam of a phased array scans in an-
gle f from broadside. its beamwidth inereases as 1Acos #). This may be shown by as-
suming the sine in the denominator of Eq. (9.30) can be replaced by its argument, so that
the radiation pattern is of the form (sin® uy/u’, where n = Natd/A)(sin 6 = sin &,) The
(sin” u)u” antenna pattern is reduced to halfits maximum value when & = *+ 04437 De-
note by 84 the angle corresponding to the hall-power point when # > &;, and denoie by
6. the angle corresponding to the half-power point when 8 < ; that is, #, comresponds
owr= +0.43m7and 0- 10w = —0.443% The sin & — 5in &, 1erm in the expression for
u can be written™

sin 8 — sin iy = sin {8 — fy) cos fy — [1 —cos (68— G)] sin &, [9.32]

The second term on the right-hand side of this equation can be neglected when 6 is small
{beam is near broadside}, so that sin # — sin & = sin (8 — ) cos Gy With this approx-
imation, the two angles corresponding 1o the hall-power (3 dB) point of the antenna pat-
tern are

D443k 0443

f. - _5'1 T B e
% 5 Nel cos iy Nel cos Hy

AN s ant -T2
8- =y =sin""' — =
; ol i e e

The half-power beamwidth is

(L8864
fg=0y — G-~ ———— 9331
! Nd cus iy
Thus when the beam is scanned an angle &, from broadside, the beamwidth in the plane
of scan increases as (cos By) ', This expression, however, is not valid when #; is large,
and the aray performance can be much worse, In addition to the approximation macde in

this derivation not being valid at large angles, mutual coupling effects can increase as the
beam is scanned from broadside. At a scan angle of 607 from broadside, the beamwidth
of a practical phased array antenna increases by more than the factor of 2 predicted from
Eq. (9.33) and the sidelobe levels increase more than expected from simple theory,

Equation (9.33) applies for a uniform line-source distribution, which seldom is used
in radar. With a cosine-on-a-pedestal aperture illumination of the form ay +2a,
E!}stiw:rq»‘?ﬂ for a linear array of N elements with spacing d, the beamwidth is approxi-
mately~

0.886A

OO0 - 06352 ) :
Nd oo ﬂni St2ayaer] sieal

fil
where a,, and a, are constants, and the parameter m in the aperture illumination represents
the position of the element. Since the illumination is assemed 1o be symmetrical about
the center element, n takes on valoes of O, =1, 2 #+(N — 1¥2. The antenna aper-
ture illuminations cover the span from uniform illumination to a tapered illumination that
drops to zero at the ends of the array, (The effect of the array is assumed 1o extend a dis-
tance d/2 beyond each end element.) Although the above applies to a linear array, simi-
lar results are obtained for a planar aperture: that is, the beamwidth varies approximately
inversely as cos fy
A consequence of the beamwidth increasing with scan angle is that the antenna gain

also decreases with scan apgle as cos 3,-,.‘,_.”:,:’-'_’___

c. Write a short note on the following antenna parameters: (Any two)

(i) Effective aperture
(if) Antenna radiation pattern
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(iii) Power gain
Answer:

m Aperture  The effective aperture of a receiving antenna is a measure of the ef-
fective area presented to the incident wave by the antenna. As was given previously as
Eq. (1.8). the transmitting gain G and receiving effective area A, of a lossless antenna are
related by

dmd,  dar
i ey —ﬁ"’i 1991

where A = wavelength, p, = antenna aperture efliciency, A = physical area of the an-
tenna, and A, = pA. The aperture efficiency depends on the natare of the current illumi-
nation across the antenna aperture. With a uniform illumination, p, = 1. The advantage
of high efficiency obtained with a uniform illumination is tempered by the radiation pat-
tern having a relatively high peak-sidelobe level. An aperture illumination that is maxi-
mum at the center of the aperture and tapers off in amplitude towards the edges has lower
sidelobes but less efficiency than the uniform illumination. -

Antenna Radiation Pattern  In the above, antenna pain meant the maximum value. It is
also commaon 10 speak of gain as a function of angle. Quite often the ordinate of a radi-
ation pattern is given as the gain as a function of angle, normalized to unity. It 45 then
known as relative gain. Unfortunately the term gain is used 1o denote both the maximum
vilue and the gain as a function of angle. Uncertainty as to which usage is meant can usu-
ally be resolved from the context,

An example of an antenna radiation pattern for a paraboloidal reflector antenna is
shown in Fig. 9.1.% This particular pattern might not be representative of a well-designed
maodern high-gain antenna, but it does illustrate the vadous features that & simple reflacior-
antenna radiation pattern might have. The main beam is shown at zero degrees. The re-
mainder of the pattern oulside the main beam is the sidelobe region. As the angle increases
from the direction of maximum gain, there is an irregolarity in this panicular radiation
pattern at about 22 dB below the peak. This is called a vestigial lobe or “shoulder” on the
side of the main beam. It does not appear in all radiation patterns and is not desired since
it is indicative of phase errors in the aperture illumination. Normally, when errors in the
aperture illumination are small, the first sidelobe appears near where this vestigial lobe is
indicated rather than where the first sidelobe is indicated in the figure.

The near-in sidelobes generally decrease in magnitude as the angle increases. The de-
crease is determined by the shape of the aperture illumination (as described in the next

*In some typas of phased array antannas, the lasses in the phase shi%ers and the power dividing nebwarks can be
;::Iu high s thei the difierence berween the power gaoin and the direchve goin con be significan. in such coss,
| directve gain is what & wseally quoted ond the loses ore accovsted for elsewhers
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section). Eventually, the sidelobes due to the aperture illumination are masked by side-
lobes due to the random errors in the aperture [Sec. (9.12)]. With a2 conventiona! reflec-
tor anteona, there usually will be spillover radiation from that part of the feed radiation
pattern that is not intercepted by the reflector (in the example of Fig. 9.1, this appears
from about 100 to 115°), This radiation pattern also has a pronounced lobe in the back-
ward direction (180°) due to diffraction around the edges of the reflector as well as di-
rect leakage through the mesh reflector surface (if the surface is not solid).

The radiation pattern shown in Fig. 9.1 is plotted as a function of one angular coor-
dinate, but the actual pattern is a plot of the radiation intensity P(f,¢ as a function of two
angles. The two angle coordinates commonly employed with a ground-hased radar antenna
are azimuth and elevation, but other appropriate angle coordinates also can be used.

A complete three-dimensional plot of the radiation pattemn can be complicated to diss
play and interpret, and is not always necessary. For example. an antenna with a symmet.
rical pencil-beam pattern can be represented by a single plot in one angle coordinate be
cause of its circular symmetry. The radiation intensity patien for rectanguler or
rectangular-like apertures can often be written as the product of the radiation-inteasity
patterns in the two coordmate planes: for instance,

P(6,6) = P(6,0) PO, ¢) (%.8]

Thus when the pattern can be expressad in this manner, the complete radiation pattem in
two coordinates can be determined from the two single-coordinate patterns in the  and
in the & planes.

“Pwer Gain The power gain, which we denote by G, is similar 10 the directive gain ex-
cept that it takes account of dissipative losses in the antenna. (It does not include loss aris-
ing from mismaich of impedances or loss due to polarization mismaich.) It can be defined
similarly to the definition of directive gain. Eq. (9.2), if the denominator is the net power

sccepted by the antenna from the connected transmitter, or

_ 4m{maximum power radiated per unit solid angle) (9,60
v net power accepied by the antenna
An eguivalent definition 1s
maximum radiation intensity from subject antenna — _[9:tb]

e ;ﬂinlmn intensity from a lossless isotropic radistor with the same power input
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Whenever there is a choice, the power gain should be used in the radar equation since
it includes the dissipative lossas introduced by the antenna. The directive gain, which is
always greater than the power gain, is more closely related 1o the antenna beamwidth. The
difference between the two antenna gaing is usvally small for reflector antennas, The power
gain and the directive gain are related by the radiation cfficiency p,. as follows

G = p.Gp [9.71

The radiation efficiency is also the ratio of the total power radiated by the antenna to the
net power accepted by the antenna at its ierminals. The distinction between the two def-
initions of gain often can be ignored in practice, especially when the dissipative loss in
the antenna 15 small.*

The definitions of power gain and directive gain described in the above were given
in terms of & transmitting anienna. Because of reciprocity the pattern of a receiving an-
tenna is the same as the paltem of a transmitting antenna, so the receiving antenna can
be described by a gain just as can the transmitting antenna. This is why one can talk of
a receiving gain even though gain was defined in terms of a transmitting antenna. The ef-
fective aperture of @ receiving antenna, on the other hand, has no similar attribute in a
transmitting antenna,

It should be kept in mind that the accuracy with which the gain of a radar antenna
can be measured is usually ubout £0.5 dB." Thus one should not specify or quote antenna
gains 1o an accuracy much better than this unless there is a reason lo be more u::::ura:cf:ﬁ

Q.8 a. What are the advantages of duplexer and receiver protector? Also, explain
the working of balanced duplexer. (10)
Answer:

A pulse radar can time share a single antenna between the transmitter and receiver by em-

ploying a fust-acting switching device called a duplexer. On transmussion the duplexer

must protect the receiver from damage or burgout, and on recepiion it musi channel the

echo signal w ihe receiver and not w the ransmitier. Furthermore it must accomplish the

switching rapidly, in microseconds or nanoseconds, aod it should be of low loss. For high-

power applications, the duplexer is a gas-discharge device called a TR (transmil-receive)

switch. The high-power pulse from the transmitter causes the gas-discharge device to break

down and short circuit the receiver o protect it from damage. On receive, the RF circuitry

of the “cold™ duplexer directs ihe echo signal o the receiver rather than the trunsmitter.

Solid-state devices have also been used in duplexers. In a typical duplexer application, the

transratter peak poser might be a megawatt or more, and the maximuam safe power that

can be tolerated by the receiver might be less than & watt. The duplexer, therefore, must

provide maore than A 0 70 dB of isolation hetwesn the trapsmitier and recovery with neg-

ligible lpss on transmit and receive.

The duplexer cannot always do the entire job of protecting the receiver. In addition
to the gaseous TR switch, a receiver might require diode or ferrite limiters to limit the
amount of leakage that gets by the TR switch. These limiters, which have been called re-
ceiver protectors, also provide protection from the high-power radiation of other radars
that might enter the radar antenna with less power than necessary to activate the duplexer.
but with greater power than can be safely handled by the receiver. There might also be a
mechanically actuated shutter 1o short-circuit and protect the receiver whenever the radar
is not operating. Sometime the entire package of devices has been known as a receiver

© IETE 55



AET78

RADAR AND NAVIGATIONAL AIDS

DEC 2015

orector.”™ The term is ambiguons, since receiver protector is also-the aame for the diode

imiiter a similar device that follows the duplexer for the purpose of reducing the leak-
age power passed hy the duplexer. In this text the term receiver protector is used to de-
note a limiter that follows the duplexer. The duplexer, receiver protector, and other de-
vices for preventing receiver damiage: are better known as the duplexer system, so as o
prevent confusion by the same term (receiver protector) being used 10 describe the entire
receiver piotection system & well as one part of il.

Balanced ﬂuplmm' The balanced duplextr, shown in Fig. 11.3, is based en the short-
slot hybrid junction which consists of two sections of waveguides joined along one of
Ihﬂr narow walls with a slot cut in the common wall to provide coupling bﬂw the
two.”® (The short-slot hybrid junctionmay be thought of as a broadband directi

pler with a coupling ratio of 3 dB.) Two TR. tubes are used, one: in each section waw,-
guide. In the transmit condition, Fig. 11.3a, power is divided equally into each waveguide
by the firsthybrid junctionfon the left). Both gas-discharge TR tubes break down and re-
flect the incident power out the antenna amm as shown. The short-slot hybrid junctionbhas
the property that each time power passes through the slot in either direction, its phase is
advagced by 90°. The power travels as indicated by the solid lines. Any power thai leaks
through the TR tubes (shown by the dashed lines) is directed to the & with the matched
durmnny load and not to the receiver. In addition to the atieduation provided by the TR
rubes, the hybrid jupctions provide an additional 20 to 30 dB of isolation.

On reception the TR tubes 4o not fire and the echo signals pass through the duplexer
and into the receiver as shownin Fig. 11,3b. The power splits equally at the first junction
and because of the %0° phase advance on passing through the slot, the signal recombines
in the receiving anm and not in the arm with the dummy load

Figuree | 1.3  Balanced duplanar Prammy lngg
using dual TR fubes ond fwo shortslot Dual TR
tiybrld junctions. (a} Transmit condition tubes
and jb:l recaive condilion, e S
I e || e
[ \ | Prosctcs
Short-slot hybrid junctions’
la)
Anlenms Dummy lpad
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The balanced duplexer is a popular form of duplexer with good power handling ca-
pability and wide bandwidth.

TRTube The TR tube isa gas-discharge device designed 1o break down and ionize quickly
at the onset of high RF power, and (o deionize guickly once the power is removed. One
construction of a TR coosists of a section of waveguide containing one or more resonant
filters and two glass-to-metal windows to seal in the gas at low pressure. A noble gas like
argon in the TR tube has a low breskdown voltage, and offers good receiver protection
and relatively long life. TR tubes filled only with pure argon, however, have relatively
long deionization times (long recovery times) and are not suitable for short-range appli-
cations. Adding water vapor or a halogen gas to the tube speeds up the delonization time,
but such whes have shorer lifetimes than tubes filled only with a noble gas. Thus 2 com-
promise must usually be sccepted between fast recovery time and long life.

To insure reliable and rapid breakdown of the TR tube on application of high power,
an auxiliary source of electrons is supplied to the tube to help initiate the discharge. This
may be accomplished with a “keep-alive,” which produces a weak d-c discharge that gen-
erates electrons that diffuse into the TR where they assist in triggering the breakdown
once RE power is applied by the transmitter. An alternative is to include a small source
of radivactivity, such as tritiurn (a radicactive isotope of hydrogen), which produces low-
energy-level beta rays to generate a supply of electrons.™ The tritium is in compounded
form as a tritide film. The radioactive source, somelimes called a rriviated fgnitor, has the
advantage of not increasing the wideband noise level ns does o keep-ulive discharge (by
about 50 K) and has longer life (by an order of magnitude), but it passes more leakage
energy 30 that it requires one or more cascaded PIN diode limiter stages 1o further atten-
uate the leakage *' The tritium ignitor needs no active voliages, so it allows the receiver
protector o function with the radar off without the need for & mechanical shutter 1o pro-
tect the radar from nearby transmissions, Being a radioactive device, however, does cause
concern about its handling and disposal. The combination of the tritiom-activated TR fol
lowed by a diode limiter has been called a passive TR-limiter.

The TR is not a perfect switch; some transmitler power always leaks through 10 the
receiver. The envelope of the RF leakage might be similar to that shown in Fig. 11.4. The
short-duration, large-amplitude spike at the leading edge of the leakage pulse is the result
of the finite time required for the TR to ionize and break down. Typically, this time is of
the order of 10 nanoseconds. After the gas in the TR tube is ionized. the power leaking
through the tube is considerably reduced from the peak value of the spike. This portion

spike

Flar

Voliage —

Tire —=
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'ofthe leakage pulse is called the ffar, Damage to the receiver froit-end may reselt when
elther the energy cnmamed within the. spike orthe power-in the flat portion of the pulse
is too larpe. The spike: leakage of TR tubes varies with fre and power and whether
or not dne tube lspnn'-e:d aﬁl electrons, but might be "typically" about one erg. The at
tenuation of the incident transmitterpower. might be of the order of 70 to 90 dB.

A fraction of the iransmitter power incident on the TR b is absorbed by the dis-
charge. This is called arc loss. It miglllba 05 fo 1 dB in tubes with water vapor and
0.1 dB or less with argen filling. On reception, the TR, tube introduces an insertion los
of about 0.5 to 1 dB. The life of 3 TR tube is determined mite by the amount of leakage
- power i allows (o pass or when its remvery time becomes excessive rather than by its
ph}'sical destruction or wear.

r|...J' rasap=t F =

Solid-State Receiver Pmlacfors,[)iudel.imhm Improvements in Teceiver sensitivity some-
times are obtained with front-ends and mbexs that are more sensitive o damage from RF
leakage. Such sensitive devices require better protection from the RF leakage of conven-
tional duplexers. A PIN diode limiter placed in front of the receiver helps reduce the leak-
age and act as a recefver protector. A diode limiter passes low power with negligible
attenuation, but above some threshold it attenuates the signal so as (0 mainkain the out-
Hut power constant. This property can be used for the protection of radar receivers in two
ifferent implementations depending whether the diodes are operated unbiased (self
—actuated) or with a d-¢ forward-biascurrent. Unbiased operation without the use of an ex-
ternal curvent supply is abo kngwn as passive. It has the advantage of almost unlimited
- operating ]{l‘e fast recovery time, no radieactive priming, and versatility to perform mul-
tiple roles.™ Its chief limitation is its'low power handling, A passive solid-state limiter
for X-band WR0 waveguide with 7 percent bandwidth and a 1~ s pulse width had a peak
power capability of 10 kW and a CW power capability of 10 W.* [i5 insertion loss was
0.6 dB, leakage power was 10 mW, and a 1.0-us récovery time. When used witha 40-us
pulse width, this limiter could withstand 2 kW of peak power and 300 W CW, with a bss
of 0.8 dB.

Biasing of the diodes during the high-power pulse, also known as active, is capable
of handling a great deal more power than when operated passively. The diode is biased
into its low impedance mode prior to the cnsst of the transmitter pulse. Although the a¢-
tive diode-limiter offers many advantages for use with duplexers, it does not protect the
recéiver when the bias & off. It thus offers poor protection against nearby asynchronous
dh‘ans‘miﬁhns that arrive at the radar during the interpulse period or when the radar is shut

own.

Incorporation of Seénsitivity Time Controf™*  In Sec. 78 the use of sensitivity time
control (STC) was described as a method to reduce the effects of nearby large dutter
echoes without ssricusly degrading the detection of desired targets at short range. STC is
the programmed change of receiver gain with time, or range. At short ranges the receiver
gain 15 lowered to reduce large nearby clutter echoes. As the pulse travels out in range the
gain is increased until there are no more cluiter echoes.

There are advantages for having the $TC in the RE portion of the radar just ahead of
the receiver. STC can be applied by biasing the diodes of a receiver protector to provide
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a time-varying attenuation without adding (o the receiver noise figure. There is no increase
in insertion loss to obtain the STC action, above that inherent in the design of the receiver
protector, The PIN diode stages provide the self-limiting action during transmil and the
STC function during receive. The nonlinear nature of the diode requires a linearizing cir-
cuil o achieve the desired variation of atenuation with time. The STC variation depends
on the nature of the terrain seen by the radar, A digitally controlled STC drive with ran-
dom access memory allows the radar designer to employ different STC respoase profiles
according to the various types of terrain that might be seen by the radar.

Varactor Receiver Protectors  With fast-rise-time, high-power RF sources, the recejver
protecior may be required to self-limit in less than one nanosecond. This ¢an be achieved
with fast-acting PN {varactor) diodes. A number of diode stages, preceded by plasma lim-
iters, might be employed. In one design, an X-band passive receiver protector was capa-
ble of limiting 1-ns rise time, multikilowatt RF pulses to 1-W spike levels.

Ferrite Limirers  The ferrite limiter has very fast recovery time (can be as low as sev-
gral tens of nanoseconds), and if the power rating is not exceeded, it should have long
life. The spike and flat leakage are low and it has been able to support a peak power of
100 kW;* but the insertion loss is usually higher (1.5 dB) and the package is generally
longer, hegvier, and more expensive than other receiver protectors. Except for the initial
spike, the ferrite limiter js an ahsorpiive device rather than a reflective device (as is a gas-
wibe TR) = that the average power capability of these devices can be a problem. Air or
liquid cooling might be required. A diode limiter vsually follows the ferrite limiter o re-
duce the leakage at high peak power,

Pre-TR Limiter "~ Ipre-TR .- .« gaseous wbe placed m (iun of « solid-state i1t The
function of the pre-ER 15 to reduce the power 1t has to be haadled by the diode limiter
(41 i similas to what was called o passive 114 limiter earlier in this secuion, The pre-TR
gas lube [ high power handling capability, can operare with long pulses, has very fast
recovery ime. contains ;i radioactive priming source, but has limited operanng lite. Very
high average power levels may require liquid cooling of the pre-TR mount. End of life
for a pre-TR wbe usually is caused by the increased recovery times that result from the
cleanup of the gas within the whe.

The pre-TR tube can be a quariz cylinder filled with chlorine or a mixture of chlo-
rine and an inert gas. Chlorine, a halogen gas, has'a very rapid recovery time; typically a
fraction of a microsecond for pulse widihs up to 10 gs The whe i mounied in a wave-
guide ins. In some cases, the quartz pre-TR tube can be designed to be field repleceable
onee it reaches end of lile.

Mufipacter*®'®  The recovery times of high-power duplexers discussed thus far are from
a fraction of a micrasecond 1o several tens of microseconds. By employing the principle
of multipacting, a recovery time as short as 5 or 10 ns is possible. Fast recovery time is
important for high prf and high duty eyele radars. The multipacior is a vacuum tube and
does not have the long recovery characteristics of a gas-filled wbe. It contains surfaces
capable ol large secondary electron emission upon impact by electrons. The secondary
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emfssion purfaces are higsed will-a d-r potential, The presence of KF energy causes cley
Irons (o mnake inwitiple impacts that generates by secondary emigsion g large electrpn
cloud. The electron cleud noves 1n phase with the gscillations of e applied KF eleciric
hiel! to abeorks energy from the BIF feld. RE power is dissipated thermally at (he sec-
ondary emission surfaces. andd the devige requires liguid cooling o remove 1he absorbed
pewer, Since it is a vacuum device, (he recovery fme of the mu lipacter Is extremely Tast.
The Hat-leukage power passed by the multipacter IS offen highenough (o require g pas-
sive diode Iimiter 1o foljow it The multipsetor ffers no protection when the power is
turged off. It has the disadvantage of heing complex in that it requires Tiquid cooling. an
o glectrogde (o encere that multipacting stang quickly, an oxygen source i maintain
the: magnessum oy ide surface thal provides e secondar, emission electrons, and a pump
e maintuin a good vacuum.

Solid-State Duplexers.  There hus always boen a desine to replace ihe gas-discharge du-
plexer with in all-solid-stare duplexer because of 1he potential fur long liie. fast recovery
time. no radioactive priming. and versatility. Although passive operation is desired, it i«
Timited 10 poser. The lowese loss and highest power handling are abtained with active cir-
cult!, in which the PIN diodes are switched In synehronism with the lcansmitter pulics
Crenerally, dicides thal can handle high power will have longer recovery times and lend to
hizve higher leakage piswer——se that they mvipht reguire additional stages uf lower level
limiters with increased loss snd increased cost, A Fatlure of the uctive drive circuit, how-
iver, conld eavse destruction of ine dinde =witches as wvll s I recelver.

Several examples of all solid-staee duplexers huve been described in the [itesiture. An
£ -band self-switchic o duplexer design used four PIN dioces thae were hiased by four fast-
acting decoupled varsetor detector diodes.® These detector diodes hins the PIN diodes
antg conduylion in a Wme considerably shorter than the rise lime of the RF power pulse.
The device could handle 1D0-KW puak power with [ (0-W average power and a 3- 4 pulse
width, lis insertion loss was 1.5 JB The duplexer was followed by a low-power multiple
stage varactor iimiter that reduced the spike and flat leakage of 2.5 KW and 32 W peak
respectively to levels low encugh hat low-nolse tnplifiers werg adequately protected.
The recovery lime was ahout 15 ps. A UHF solid-state duplexer also using four diodes
was reported to have 300-KW peak power, 3-EW average power, 60-ps pulse widih, and
an insertion loss al /5 4B, A C-band solid-state dupleser with 16 PIN chodes was ca-
pable ul' [-MW prak power with 2 [d-ges pulse width, 001 duty cyele, und inserton [ezx
wl Iess than [ dB.* This device was followed by an additiopal low-power diode gwitch
with an insertion loss of about 0.6 5, It provided an isolation of 60 dB, mzking the -
tal isclation of the duplexer systeiover EOD dB.

Circulators as Duplexers  The lernie circulator s o three or four-port Jevicethal can,
prncipte. offer isolaton of the Wininutier and veceiver, In the thiwe-port eirculakor. the
transmitier may be connected to port 1. It radiaies oul of the anteana connected © por
2 The recgived cone sianil from the antenna i+ direcied (o port 3 which connects to the
receiver, The isolation between the various ports might be from 20 16 30 dB. but the: lim-
ihitign m isplativn {s determined by thr reflection (due w (mpedapee mismatch) of the
Irtanitier signal froay the aidenna that 14 then petumed directly o 1he receiver. For
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Table 11.1  Comparison of various types of duplexing devices

Device Recovery Time Average Power Peak Power

TR tubs <1 ps o 100 us 1 MW

Pre-TR 50ms o | us S0 kW 5 MW

Digde limater 50 s 1o 10 s 1 kW 100 KW

Ferrite limiter 20 ns o 120 ns 10 W 100 kW

Mubtipacior I aa o 20 ns 500w B0 kW

Electrostatic 0 nx 300 W, or higher 10 KW, perhaps ne
amplifier high as 500 kW

example, if the VSWR (voliage standing wave ratio) of the antenna were 1.5 (a prety
good value), about 4 percent of the transmitter power will be reflected by the antenna and
retumn to the receiver. This corresponds to an isolation of 14 dB. If the VSWR were 2.0,
the effective isolation is only 10 dB. To limit damage, a good receiver protector needs to
be included. Circulators can be made to withstand high peak and average power, bul large
power capability generally comes with large size and weight. For example, an 5-band dif-
ferential phase-shift waveguide circulator that weighs B0 pounds has essentially the same
insertion loss, isolation, and bandwidth of an §-band miniature coaxial Y-junction circu-
lator that weighs 1.5 oz.*! The larger circulator, however, can handle 50 kW of average
power while the smaller circulator is rated at 50 W, (The ratio of powers exceeds the ra-
tio of weights.)

Small-size circulators, usually in conjunction with a receiver protector, ofteén are used
as the duplexer in solid-state TR modules for active aperture phased arrays. (Note that,
unfortunately, the term “TR" has been vsed for both T/R modules and TR duplexer gas-

discharge tubes.) //":,)

b. Enlist different types of mixers used in radar receiver. Explain how mixer

works in superheterodyne receiver?
Answer:
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pes of Mixers™  An ideal mixer is one whose output is proportional o the product
of the RF echo signal and the local oscillator (LO) signal. The mixer provides two oul-
put frequencies that are the sum and difference of the two inpul frequencies, or fze = fia,
assuming fer = fio. The difference frequency fes — fio is the desired IF frequency. The
smn frequency fer + fio s rejected by fillering, There are however, two possible differ-
ence frequency signals at the IF when a signal appears at the RE One is fiy = for — fios
assuntieg the input RF signal is of greater frequency than the LO frequency, The other
possible difference frequency occurs when the RF signal is at a lower frequency than the
LD frequency such that fir = fio — fre. If one of these is at the desired signal frequency,
the other is the image frequency. Signals and receiver noise that appear at the image fre-
guency need to be rejected using either an RF filter or an image-reject mixer described
later in this subsection.

A relatively simple mixer is the single-ended mixer, which uses a single diede, as in
Fig. 11.2a. The diode terminates a transmission line and the LO is inserted via a direg-
tional coupler. A low-pass filter, not shown, following the diode allows the IF to pass
while rejecting the RF and LO signals. In a single-ended mixer the image frequency is
short-circuited or open-circoited so as to avoid having the noise from the image frequency
affect the mixer output,

The dinde of a mixer is a nonlinear device and, in theory, can prodoce intermodula-
tion products al other frequencies, called spurious responses. These occur for any RF sig-

nal that satisfies the relation'®

mfgr + Afio = fis [11.117]
where m and n are integers such that ma=..., =2, —1,0, 1,2, ..... These are un-
wanled sjipee they Spurious responses that
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IF outpats dus o the action of the mixer should not be confused with spurious signals,
or spurs, that are due to the LO or the receiver power supply and can cccur even in the
absence of an RF signal Taylor’ describes the so-called miver chart, which allows one
to determine the combinations of the RF and LO frequencies that are free of strong spu-
ricus components. Such a chart indicates the bandwidth available for the mixer as a func-
tion of the ratio of the RF and LO frequencies. Taylor points out that the nature of the
spurious responses are such that single-conversion receivers generally provide better sup-
pression of spunous responses than double-conversion receivers. The third-order inter-
modulation product generally affects the dynamic range of the receiver, and 15 mentioned
later under the discussion of dynamic range. There also can be other spurious, or inter-
modulation, responses from a mixer when two or more RF signals are present at the mixer's
input and produce responses within the [F bandwidth.

Noise that accompanies the local oscillator (1.O) signal in a single-ended mixer can
appear at the IF frequency because of the nonlinear action of the mixer. This noise can
be eliminated by inserting a narrowband RF filter between the LO and the mixer. It also
has to be a tunable filter if the LO frequency is also tunable. A method to eliminate LO
noise that doesn't have these disadvantages is a balanced mixer. The balanced mixer also
can remaove much of the mixer intermodulation products.

A diagram of a balanced mixer is shown in Fig, 11.2b. It can be thought of as two
single-ended mixers in parallel and 180° out of phase. At the left of the figure is a four-
port junction such as a magic-T, hybrid junction, 3-dB coupler, ar equivalent. (Either @
907 or a 1B0® hybrid can be employed; here it is 180°.) In Fig. 11.2b the LO is applied
o one port and the RF is epplied to a second port. The signals inserted at these two ports
appear in the third port as their sum and in the four port as their difference. A diode mixer
is al the output of each of the other two poris. The hybiid junction has the property thal
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the sum of the RF and LO signals appears at a port containing nite of (1 diode mixers,
ard atthe nher port the difference of the RF and LO appears at the diod=. The two diode
mixers should have ldeniical characteristics and be wiell matched, The |F signal is ob-
tained by subtracting the outpuls of the two disde mixers. In Fig 1120, the bualoneed
dingics are shown reversed so that the [F outputs can be udded o obtain the required dif
fercnce betwean the two channels. Local-oscillator AM noise at the two diode mixers will
be m phasc and will be canceled at the output. This miser configuration also suppresses
e even harmonics of both the BF and LO signals.

A double-balanced mixer (not shiwn) utilizes four Jiodes (o a nng, or bridee, net-
work - reduce the L(} reflections ard noise at the RF and I poits, achieve betier isola-
licm between the BF and LO ports. reject spurious response: and vertain intermodulation
products, provie good suppression ol the eveny harmonics of hoth the RF and 1.0 sig-
nals, and permit wide bandwidth,!!

In an ipage-rejection miver, Fig. 11 2¢, the RF signal dssplic und fed o the twe nmx-
ers. I'he LO, [ed into one port of a 9007 hyhrid junction tkat produces s *N)® phase dif-
terence between the 1.0 inputs to the two mixgrs, Choothe right 1« an IF hybrid junction
that iinpatts another Y0P phase Jitferenee in such o mannes that the signal leguency gnd
the image frequency arc separited. The port with the image signal can be terminated n
a matched load. Acconling to Maas.'? 1o reduce the image frequency by 200 dB requires
that ihe phase error of the image-rejection mixe be less than (07 and the puin ampalance
o b less than 1 dB. Dixon states ™ that the image-reéjection miser provides only about
H) 2B of image rejection, which nught not be sufficient for some applications. The im-
age-szection mixer is capable of wide handwidth, and is restricted only hy the frequency
sensitivity of the structure of Lhe microwave circuit. It 1s attmctive because of its high dy
pame enge, peod YEWE, low imermodulation produocts, and less susceptibility to
burreyl. The noise figure of the image-rejection mixer as wel) as the balanced mixer will
be higher than that of . single-ended mixer because of the loss associated with the hybrid
jomctions,

The tmage-recovery mixer 15 an image-rejection mixer designed to reduce the mixer
comversion loss by properly terminating the digd: in 2 reaciance at the image frequency.
Somctimes the lower converston 1055 1s oifset by an Jncrease in nose temperature, a nis-
maleh at the [E and hieher intcrmodulation products, The improvement using image on
hancement is ab™LAPL2 G lence, the miser needs to be of low loss so as not 1o négale
the benefit."
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“SUPERHETERODYNE RECEIVER

The discussion of the superheterodyne receiver in this section does not include all aspects
of the receiver, but only with those component parts that have an effect on the radar sys-
tem design. This includes the low-noise RF amplifier, the mixer, receiver dynamic range,
the 1 noise at TF, pscillator noise, and the detector.

Low-Moise FrontEnd  The first stage of a superheterodyne receiver for radar application
can be a transistor amplifier. At the lower radar frequencies the silicon bipolar transistor
has been used. Gallivm-amsenide ficld-effect transistors (FET) are found at the higher fre-
quencies. Other types of ransistors also can be used, depending on the trade-ofT between
the desired noise figure and the ability of the transistor to withstand burnout. An X-kand
ransistor can provide a noise figure of about one dB and can withstand a leakage peak
power of 0.2 W." With a diode limiter ahead of the transistor, the peak power can be as
greal as 50 W before bumouot. The diode limiter increases the noise figure about 0.5 dB
at X band and 02 dB at € band. The lower the frequency the lower can be the (ransistor
noise fgure. Al C band the noise figure might be around 0.6 dB, These values are more
than adequate for, radar. (Early microwave radars had noise figures of 12 to 15 dB and
radars in the 1960s had noise figures of 7 1o 8§ dB.) It is not necessary for the radar sys-
lems engineer 1o hisves extremely low noise figures in most radar applications, especially
when the unavpidable losses in the transmission line berween receiver and antenna sre
considered. If improved radar system performance is of concern, it is probably more fruil-
ful 1o ry to reduce some of the many system losses that occur elsewhere in a radar rather
than try 1o reduce further the noise figure of the low-noise amplifier (LNA). It is usually
good enough.

Prior to the low-noise transistor amplifier, the parametric amplifier and the maser
were gvailable as low-noise receiver front-ends, Although their noise figues were low
{lower than those of transistors, which came later), they were seldom used operationally
for radar. They were expensive, of large size, and often did not have sufficient dynamic

range. Until low neise transisor amplifiers were developed, the radar receiver seldom em-
ploved an RF amplifier stage except perhaps al UHF or lower frequencics. Before the low-
noise transistor, the mixer was the receiver front-end, As already mentioned, a mixer as
the front-end without a low-noise amplifier preceding it is a valid option for some radar
applications in spite of its higher receiver noise figure.

Achieving low receiver noise is no longer the problem it once was, and designers of
high-performance radar receivers usually are more concerned with obtaining large dy-

namic range and low oscillator nuisg}‘c;’,——‘

Q.9 a. What are the benefits of tracking radar? How many types of radar that can

track the target? Explain in brief.
Answer:
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of Trocking Rodar Syslems  Thus far we have considered radar mainly as & sur-
veillance sensor that detects targets over a region of space. A radar not only recognizes
the presence of a larget. but it <sermines the target’s location in range and in one or two
angle coordinates. As it continues to observe a target over time, the radar can provide the
targel’s trajectory, or frack. and predict where it will be in the future. There are ot least
fisur types of radars that can provide the tracks of targets:

o Single-target tracker (STT) This tracker is designed to continuously track a single
target at a relatively rapid data rate, The data rate, of course, depends on the appli-
cation, but 10 observations per second might be “typical” of a military guided-
missile weapon-control radar. The antenna beam of a single-target tracker follows the
target by obtaining an angle-error signal and employing a closed-loop servo cystem
1o keep the error signal small. (A small angle-error signal means that the radar is ac-
curately tracking the target ) Most of this chapter will be concemed with this type of
tracker. The C-band AN/FPQ-6, shown in Fig. 4.1a is an example of a long-range
precision tracking radar that was used at missile instumentation ranges. The major
application for continuous tracking radars has been for the tracking of aircraft and/or
missile targets in support of a military weapon-control system.
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*  Automatic detection and track (ADT). This performs tracking as part of an air-
surveillance radar, It is found in almost all modern civil air-traffic control radars as
well as military air-surveillance radars. The rate at which observations are made de-
pends on (he time for the antenna to make one rolation (which might vary from a few
seconds to as much as 12 seconds). The ADT, therefore, has a lower data rafe than
that of the STT, but its advantage is that il can simuoltineously track a large nnnber
of targets (which might be many hundreds or a few thousands of aircrafl). Tracking
is done open loop in that the antenna position is not controlled by the processed track-
ing data as it is in the STT. This type of tracking 1s discussed in Sec. 4.9.

*  Phased array radar tracking. A large number of targets can be held in wrack with a
high data rate by an electronically steered phased array radar. Multiple argets are
tracked on a time-shared basis under computer control since the beam of an elec-
tromcally scanned mrray can be rupidly switched from one angular direction 10 an-
other. sometimes in a few microseconds. It combines the rapid update rate of a
single-target tracker with the ability of the ADT to hold many targets in track. This
is the basis for such air-defense weapon systems as Aegis and Patriot. An example
of a phased array for multiple-acget tracking is the C-band multiple-target tracking
range instrumentation radar called MOTR which is shown in Fig. 4.1b,

s Track while scan (TWS), This radar rapidly scans a limited angular sector to main-
tain tracks, with & moderate data rate, on more than one farget within the coverage
ol the antenna. It has been used in the past for air-defense radars, aircraft landing
radars, and In soine airboroe intercept mdars 1o hold multiple wrgets in wack. [t is
briefly mentioned in Sec. 4.7. Unfortunately, the same name freck while scan was
also applied in the past to what is now wsually called ADT.

A radar can track targets in range as well a8 angle, Sometimes tracking of the doppler
frequency shift, or the radial velocity, is also performed. Mo« of the discussion in this
chapter, however, will be on angle tracking.

Angle-Tracking In @ simple pencil-beam radar the detection of a target provides its lo-
cation in angle as being somewhere within the antenna beamwidth; but more information
is meeded 1o determine the direction the anienna should be moved 1o maintain the tarpet
within its beam. Consider the angle measurement in a single angular coordinate. In order
W determine the direction in which the antenna beam needs 10 be moved, 2 measurement
has 1o be made at two different beam positions. Figure 4.2 shows two beam positions A
and B at two different angles. The two beams are said 10 be sgufnred, with a squint an-
gle 8, relative to the boresight direction. These may be two simultanegus beams, or one
beam thal is rapidly switched between the two angular positions. The crossover of the two
beams determines the boresight direction. The trecking radar has 1o position the two beams
so thal the boresight is always maintained in the direction of the target: that is, the angle
fly is in the direction of the target angle #,. In this example, the relative amplitudes o,
and @y of the echo signals received from a tarpel measured in the two positons
determine how far the target is from boresight and in what direction the two beams have
1o be repositioned 1o maintain the larget on boresight. This applies for one angle coordi-
nate. Two additional beam positions are needed in the orthogonal plane to obtain angle
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Fgure 4.2  Basic principle of confinuous angle kacking. (o] Twa overlapping antennc patlerns thet
cross over al the boresight direction . A target is located in this exomple (o fhe right of the
boresight af the angle dr. The amplitude o of the large! eche n beam B is larger than the omplitide
g4 in beam A, which indicates that the two beams should be moved 1o the right to bring the lorgel
fo the boresight posilon, [b} Boresight position fiy 1 shawn located In the direclian of the larget 8;
when 0, = 0y

tracking in the orthogonal angle coordinate. Three beam positions are the minimum necded
to obiain an angle measurement in two coordinates; but, almost ahways, four beams have
1o be used.

Early tracking radars used a single time-shared beam to track in two angles. These
trackers which time share a single bearn are known s etther comical scan or sequential
lobing trackers. (Both will be discussed later in this chapter.) Modem, high-precision track-
ing radars, however, use the equivalent of four simultaneous beams to perform Two-
dimensional tracking. They are called simudtancous lobing trackers, of whicl the most

popular is monopulse, which is described next. /::;,

b. What is conical scan and sequential lobing? (6)
Answer:
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4.3 CONICAL SCAN AND SEQUENTIAL LOBING

Figure 4.10

shgnal
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and the arror signal [for one ongle coordingte)
la) Polor represaniation of the switched antenna
patiern, (b reclongular representation; |c) error

The monopulse tracker described in the previous section utilized multiple fixed beams to
obtain tbe angle measurement. It s also possible to time share a single antenna beam to
obtain the angle measurementin a sequential manner, as was done in early tracking radars.
Time sharing a single antenna beam & simpler and-uses less equipment than simultane-
ous beams, but it is not as accurate.

vantial Lok The first U.S. Ammy angle-tracking air-defense radar in the 1930s
{SCR-268) switched a single beam between two squinted angular positions 1o obiain an
angle measurement. This is called lobe swirching, sequential switching, or sequential
{obing. Figure 4.10a is & polar representation of the antenna beam in the two switched
silions. The same in rectangular coordinates i in Fig. 4.10b. The ermyr signal obtained
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Figure 4.11

trecking

from a target not located on the switching axis (boresight) is shown in Fig. 4.10c. The
dilference in amplitude between the voltages obtained in the two swiltched positions is a
measure of the angular displacement of the larget from the swiiching axis. The direction
in which 1w move the beam o bring the target on boresight is found by observing which
beam position has the larger signal, When the echo signals in the two beam positions are
equal, the target is on axis and its direction is that of the switching axis.

Two additional switching positions are needed to obtain the angle measurement in
the orthogonal coordinate. Thus a two-dimensional sequentially ®bing radar might con-
sist of a cluster of four feed horns illuminating a single reflector antenna, arranged so that
the right-lefi, up—down sectors are covered by successive antenna positions. A clusler o
five feed horms might also he used. with a ceniral feed used for transmission and fow
outer feeds used for receplion on a sequential hasis,

In o sequential lohing svstem, a pulse might be transmitted mand received when the
beam is sguinted w the fght. again when the beam is squinted up, when the beam is
saquinted to the left, and when the beam is squinted down, Thus the beam might be swiiched
right, up, left, down, right, and so forth. After living with this type of scanning for a while.
it must have become obvious that the four homs and RF swiches could be replaced by o
single feed that radiated o single beam squinted off axias. The squinted feed could then be
continuously rotated to obtain angle measurements in two coordinates. This is a comcal-
scain racar.

Conical Scan  The basic concept of contcal scan, or com-xcan, is shown in Fig. 4,11, The
angle between the axis of rotation and the axis of the antenna beam is the squint angle.
Consider a target located at position A, Because of the rotation of the squinted beam and
the target's offset from the rotation axis, the amplitude of the echo signal will be mudu-
lated at o frequency equal 1o the beam rotation frequency (also called the conical-scan
frequency). The amplitude of the modulation depends on the angular distance between
the target direction and the rotation axis. The location of the target in two angle coordi-
nales determines the phase of the conical-scan modulation relative 10 the conical-scan
beam rotation. The conical-scan modulation is extracted from the echo &ignal and applied
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