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Q.2a. Define the time probability.  Explain the various properties of probability 
density function.                                                               (8)  

Answer: 

 
 
 
PROPERTIES OF PROBABILITY DENSITY FUNCTION 
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 b. Explain joint probability and conditional probability.             (8) 
Answer: 

 
 

Q.3 a. Show that mean and variance of random variable X having uniform 
distribution                

                 in the interval [a, b] are 
2

ba
x

+
=µ  and ( ) 1222 bax −=σ           (8) 

Answer: 
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 b. Explain the concept of statistical average in random signal theory.        (8) 
Answer: 
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 Q4 a. Define the concept of average information content of long independent 
sequences.    (8) 

Answer: 

 
 

  b. Give the Mark off Model for information sources.  (8) 
Answer: 
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 Q.5  a. Derive the mathematical formula of Self Information of the event X=xi of 
random variable X with possible outcomes xi, i= 1, 2, 3, ......, n . Give the 
various properties of information.  (8)  

Answer: 
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  b.   Define the term entropy. Compute the formula of entropy with its properties.
  (8)  

Answer: 

 



AE73                                             INFORMATION THEORY & CODING DEC 2015 
 

© IETE                                                                                                                                 9 

 Q.6 a. Explain discrete memory less channel in detail. (8) 
Answer: 

 



AE73                                             INFORMATION THEORY & CODING DEC 2015 
 

© IETE                                                                                                                                 10 

 
 
   b. Show that ( ) ( ) ( )XYHXHY,XH +=  

                      ( ) ( )YXHYH +=    (8) 
 
Answer: 
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Q.7  a. Elaborate the channel capacity theorem for discrete memory less channel in 

detail.    (8) 
Answer: 
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  b. Give the concept of Differential entropy and mutual information for 

continuous ensembles.  (8) 
Answer: 
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 Q.8   a. If g(x) is a polynomial of degree (x-k) and is a factor of 1+nx then g(x) 
generates an (x, k) cyclic code in which the code polynomial V(x) for a data 
vector ( )110 −= xd.,.........d,dD  is generated by ( ) ( ) ( )xgxDxV =  (8) 

Answer: 
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  b. Design a linear block code with a minimum distance of three and a message 
block size of 8 bits R.    (8) 

Answer: 
     
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Q.9 a. Explain the special classes of cyclic codes: 
   (i)    BCH   
   (ii)   Burst & random error correcting codes (8) 
 
Answer:  
(i) BCH 

 



AE73                                             INFORMATION THEORY & CODING DEC 2015 
 

© IETE                                                                                                                                 17 

 



AE73                                             INFORMATION THEORY & CODING DEC 2015 
 

© IETE                                                                                                                                 18 

 
(ii)  
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  b. Decode the given sequence 1101 011001 of a convolutional code with a code 

rate r = ½ and constraint length k = 3 using Viterbi decoding algorithm.(8) 
Answer: 
  


