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 Q.2 a. Define refresh buffer or frame buffer. Also define Aspect Ratio and 
Parametric continuity.  (8) 

Answer: 
A frame buffer is a large, contiguous piece of computer memory. At a minimum there is one 
memory bit for each pixel in the rater; this amount of memory is called a bit plane. The picture is 
built up in the frame buffer one bit at a time. You know that a memory bit has only two states, 
therefore a single bit plane yields a black-and white display. You know that a frame buffer is a 
digital device and the CRT is an analog device. Therefore, a conversion from a digital 
representation to an analog signal must take place when information is read from the frame 
buffer and displayed on the raster  CRT graphics device. For this you can use a digital to analog 
converter (DAC). Each pixel  in the frame buffer must be accessed and converted before it is 
visible on the raster CRT. 
 

N-bit colour Frame buffer 

  

Color or gray scales are incorporated into a frame buffer rater graphics device by  using 
additional bit planes. The intensity of each pixel on the CRT is controlled by a  corresponding 
pixel location in each of the N bit planes. The binary value from each of  the N bit planes is 
loaded into corresponding positions in a register. The resulting binary  number is interpreted as 
an intensity level between 0 (dark) and 2n -1 (full intensity). 

  

This  is converted into an analog voltage between 0 and the maximum voltage of the electron  
gun by the DAC. A total of 2N intensity levels are possible. Figure given below illustrates  a 
system with 3 bit planes for a total of 8 (23) intensity levels. Each bit plane requires the  full 
complement of memory for a given raster resolution; e.g., a 3-bit plane frame buffer  for a 1024 
X1024 raster requires 3,145,728 (3 X 1024 X1024) memory bits. 

 
An increase in the number of available intensity levels is achieved for a modest increase in 
required memory by using a lookup table. Upon reading the bit planes in the frame buffer, the 
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resulting number is used as an index into the lookup table. The look up table must contain 
2N entries. Each entry in the lookup table is W bit wise. W may be greater  than N. When this 
occurs, 2W intensities are available; but only 2N different intensities are  available at one time. To 
get additional intensities, the lookup table must be changed. 

Aspect ratio is a fancy term for "proportion," or the ratio of width to height. for example 4:3 for a 
computer screen. For instance, if a direction in a software manual tells you to "hold down the 
Shift key while you resize a graphic in order to maintain the aspect ratio," it simply means that if 
you don't hold down the Shift key you will stretch the image out of proportion. 

Some combinations of computers and printers have trouble maintaining the correct aspect ratio 
when the image goes from the screen to the printer, or when the image is transferred from one 
system to another, so the aspect ratio can be an important specification to consider when 
choosing hardware. 

The aspect ratio of the screen determines the most efficient screen RESOLUTIONS and the most 
desirable shape for individual PIXELS, all of which may have to change upon the introduction of 
HIGH DEFINITION TELEVISION. 

Image resolution is the detail an image holds. The term applies to raster digital images, film 
images, and other types of images. Higher resolution means more image detail. 

Image resolution can be measured in various ways. Basically, resolution quantifies how close 
lines can be to each other and still be visibly resolved. Resolution units can be tied to physical 
sizes (e.g. lines per mm, lines per inch), to the overall size of a picture (lines per picture height, 
also known simply as lines, TV lines, or TVL), or to angular subtenant. Line pairs are often used 
instead of lines; a line pair comprises a dark line and an adjacent light line. A line is either a dark 
line or a light line. A resolution 10 lines per millimeter means 5 dark lines alternating with 5 
light lines, or 5 line pairs per millimeter (5 LP/mm). Photographic lens and film resolution are 
most often quoted in line pairs per millimeter. 

  b. Describe the working methodology of various input devices used for 
developing graphics applications.   (8) 

 
Answer: Input Devices 
Input devices generate commands to control a process, such as the definition of a picture 
(indirectly by modifying a database). Input devices are logical devices. Their physical 
implementation might take various forms. They have nothing to do with output devices, though 
they might share some hardware or a communication link. 
 
The command inlet to a process (either interactive or not) is an input stream (a file). Commands 
are structured or not, and are accompanied by data in various forms: text, numbers, arrays, etc. 
Commands are generated on a lower level by input tools. 
 
Input tools - again an abstraction can be classified according to the type of data they deliver:- 
 
Text tools (keyboard, voice) 
Logical tools {function key) 
1-D tools (control dials) 
2-D tools (tracking cross, tablet) 
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3-D tools (3D joystick, Lincoln wand) 
Name stack (lightpen, correlation) 
Time 
There has been an unfortunate preoccupation with the light pen as an input device and this may 
account for the relatively slow development of input devices compared with displays. The mouse 
or tracking ball or other related potentiometer-activating devices have found uses related to 
specific displays. The tablet in its various forms is however giving the user the natural freedom 
experienced with pencil and paper. A tablet is ideal for drawing-type self expression but is not 
the complete answer for all forms of interaction. The touch wire device originally developed for 
rapid interaction in air traffic control systems has an obvious place in normal input work for 
interacting with display menus. An extension to this is a proximity switch keyboard for the input 
of alpha-numeric data. Thus input devices attached to a display will be matched to specific 
functions rather than attempt to produce an all embracing single device. Having established a 
more than possible base for growth there are two major input areas that require more elegant 
solutions than are available at present. These are the rapid input of mass drawing data and the 
input of data related to three dimensional shapes, it is speculated that the work of J. Radon that 
resulted in tomography could be developed such that an object is placed upon a turn table, 
multiple projections taken and converted such that a complete three dimensional representation is 
loaded to computer store. The combined use of light and X-rays could provide for the collection 
of internal as well as external object data. 
 
If a representation of an object is to be obtained from an engineering drawing drawn in an 
orthographic projection the problems are not trivial. They will be solved and drawing scanners 
having this capability will become common place. 
 
Because of the volume of data and speed of processing required, these types of input units will 
have their own computing systems based upon microcomputers. 
 
To summarise the ideas concerning input 
 
The use of raster scan or related systems in reconstruction with picture processing, scene analysis 
and 3-D reconstruction will become one of the most important input devices to graphic systems 
in the future. 
 
Techniques will be developed for computer recognition and refining of sloppy and incomplete 
drawings and models without the user having to be more explicit or categorical than he would be 
in communication with one of his colleagues. 
 
Simple, user-friendly, adaptive command languages will be developed. They will make it 
possible to adapt the guidance, the commands and the error handling to the individual user's 
experience, skill and habits. Analogous to normal computer peripherals, graphical devices will 
become as self-contained as possible. They will have their own (more advanced) picture 
compiler. This will probably be a microprocessor, preferably programmable (local or remote) to 
accept picture descriptions of different standards. 
 
Looking at these aspects from the viewpoint of a general user, there will be required a vast effort 
to produce graphics systems in which all of this related processing is transparent. 
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Starting with pen and paper moving relative to each other under computer control one has the 
digital incremental plotter in all its forms and accuracies. These units are becoming faster in 
operation and the inherent mechanical problems of control and overshoot, acceleration against 
inertias and inkflow to the pen are increasing. The pen has in some devices been replaced by 
light or electron beams and the paper by some photosensitive material or the drum of a XEROX 
type copier. 
 
At first sight the natural extensions appear to be in the direction of bigger and faster and perhaps 
cheaper. With the increase in the use of raster scan C.R.T. displays there will be an increasing 
need for hard copy units attached to such devices. It is thus envisaged that the XEROX type 
copier will be developed for this purpose in order to produce large high quality colour prints. 
 
If this development trend results, what will become of ink jet type displays? A future is seen for 
these devices in the area of commercial art. Thus sizes will be increased. Research into the 
chemistry of the inks could well result in the ability to produce textured surfaces and the 
possibility of creating instant old masters! These types of display units could also become mass 
production devices by becoming substitutes for litho techniques for producing relatively small 
quantities of high quality output picture material. 
 
An extension to these concepts could be the display of pictures by eroding multilayered material. 
Consider the use of a simple type of scraper board having a black top surface, white secondary 
surface followed by red, blue and green surfaces. A particular coloured line would be produced 
dependant upon the depth of a scribing tool. Much effort has been devoted to producing the 
illusion of three dimensional form using two dimensional displays. Perhaps the culmination of 
this effort is the work at the University of Utah, where the viewer who wears a special head-set, 
is presented at each eye with an image from a small C.R.T. By detecting the viewer's position the 
images are updated and the viewer can stroll around a virtual image. 
 
Such a tool is ideal for research purposes and could play a vital role in psycho-analysis in that 
effects upon the mind could be created without recourse to narcotics. It is however not the sort of 
tool that would be used by a company board meeting discussing a new style of automobile. 
 
One solution to this problem is to use a simple on-line machine tool and cut forms in plastic 
foam, chalk or other suitable media. Such a device is a hard copy unit and does not provide 
interaction, but it does provide a starting point for speculation. Surface production for a specific 
class of surfaces could be obtained by having a matrix of say, 1m × 1m which consists of rods of 
0.5 mm diameter at 1 mm centres, with the possibility that the whole could be covered by an 
elastic membrane. Thus by pushing up the rods, representation of a surface can be obtained. This 
device could also be used in the dynamic sense to simulate vibration of surfaces and three 
dimensional wave motion. Another possibility for three dimensional display is the use of an 
electro-chromatic gel in the form of a block with electrodes attached on two sides. Surfaces 
would appear as surfaces of colour within the block. Interaction could be by a thin wand inserted 
into the block. Withdrawal of the wand causing the gel to close up. Such a concept is within the 
realms of possibility in that the Kerr cell uses electro-chromatic effects to produce a shutter for 
ultra-high speed cameras. 
 
Another exciting possibility is the development of computer generated holograms. If such 
images are to be produced in virtually real time, new techniques of processor design will be 
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required and parallel processing through the use of banks of microprocessors will probably be 
employed. 
 
The ability to incorporate movement and interaction into computer displays came with the first 
refresh displays, and in essence these displays have altered little in their fundamentals. 
 
Features that were implemented on a software basis are now incorporated as hardware and the 
introduction of microprocessors will ensure that such moves will continue as part of the 
development process. Colour is achieved with these displays using either phosphor layers of 
different colours which are excited by electron beams of varying intensity or shadow masks as in 
a colour television receiver. In order to give displayed output body there is a natural move 
toward raster scan systems and it is envisaged that the addition of video recording to such 
displays will be a natural development. The coupling of these two devices would provide a more 
flexible system for producing animation. 
 
The rapid playback and editing facilities accorded by video recording of colour raster scan 
displays should produce a large impact on the area of film making. Another possibility would be 
the development of faster CRT that make it possible to draw 50-100,000 vectors at a 60-HZ 
refresh rate. This would give the possibility of drawing and manipulating reasonable complex 
pictures or making real-time computer animation. 
 
High speed video recording and play back to other displays could be also used to provide a 
different level of multiplexing on systems having many users. 
 
The related developments with Computer Output on Microfilm will be dependent upon 
developments in film technology with the present speed of processing colour film being a 
holding factor. 
 
New applications of the physical properties of matter could be used in new displays. Examples of 
this could be large area liquid crystal displays and displays constructed from a matrix of micro 
light emitting diodes. Finally one should not preclude the possibility of direct interaction with the 
human brain. 
 
To summarise the ideas concerning picture display. 
 
Display devices will probably never be really cheap. One always wants the picture to be better, 
or to be produced faster. 
 
A picture can be produced by: 
 
projection of visible light rays through an optical system into the retina 
direct stimulation of brain cells (not necessarily through electrodes). 
The latter possibility seems to have enormous potential, but will probably not be feasible in the 
near future. Existing devices are all of the first category. They either create a 2D or 3D object 
that is illuminated by ambient light (plotter, NC-machine), or they create the light rays 
themselves (CRT-screen, microfilm, hologram). 
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 Q.3 a. How do we represent polygon using polygon table, edge table and vertex 
table? Explain with example.   (8) 

   

Answer: Polygon Tables 

• We specify objects as a set of vertices and associated attributes. 
This information can be stored in tables, of which there are two types: geometric tables 
and attribute tables. 

• The geometry can be stored as three tables: a vertex table, an edge table, and a polygon 
table. Each entry in the vertex table is a list of coordinates defining that point. Each entry 
in the edge table consists of a pointer to each endpoint of that edge. And the entries in the 
polygon table define a polygon by providing pointers to the edges that make up the 
polygon. 

 

• We can eliminate the edge table by letting the polygon table reference the vertices 
directly, but we can run into problems, such as drawing some edges twice, because we 
don't realize that we have visited the same set of points before, in a different polygon. We 
could go even further and eliminate the vertex table by listing all the coordinates 
explicitly in the polygon table, but this wastes space because the same points appear in 
the polygon table several times. 

• Using all three tables also allows for certain kinds of error checking. We can confirm that 
each polygon is closed, that each point in the vertex table is used in the edge table and 
that each edge is used in the polygon table. 

• Tables also allow us to store additional information. Each entry in the edge table could 
have a pointer back to the polygons that make use of it. This would allow for quick look-
up of those edges which are shared between polygons. We could also store the slope of 
each edge or the bounding box for each polygon--values which are repeatedly used in 
rendering and so would be handy to have stored with the data. 
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Example: Plane Equations 

• Often in the graphics pipeline, we need to know the orientation of an object. It would be 
useful to store the plane equation with the polygons so that this information doesn't have 
to be computed each time. 

• The plane equation takes the form: 

Ax + By + Cz + D = 0 
Using any three points from a polygon, we can solve for the coefficients. Then we can 
use the equation to determine whether a point is on the inside or outside of the plane 
formed by this polygon: 
Ax + By + Cz + D < 0   ==> inside 
Ax + By + Cz + D > 0   ==> outside 

• The coefficients A, B, and C can also be used to determine a vector normal to the plane 
of the polygon. This vector, called the surface normal, is given simply by: 

N = (A, B, C). 

• If we specify the vertices of a polygon counterclockwise when viewing the outer side, in 
a right-handed coordinate system, the surface normal N will point from inside to outside. 
You can verify this from an alternate definition for N, based on three vertices: 

N = (V2 - V1) x (V3 - V1) = (A, B, C) 
If we find N in this way, we still need D to complete the plane equation. The value of D 
is simply the dot product of the surface normal with any point in the polygon: 
N . P = -D 

 
  b. Explain the pipeline for transforming a view of a world-coordinate scene to 

device coordinates. Discuss the three-dimensional composite transformation 
      (8)  
Answer: 
The purpose of the graphics pipeline is to create images and display them on your screen. The 
graphics pipeline takes geometric data representing an object or scene (typically in three 
dimensions) and creates a two-dimensional image from it. Your application supplies the 
geometric data as a collection of vertices that form polygons, lines, and points. The resulting 
image typically represents what an observer or camera would see from a particular vantage point. 
As the geometric data flows through the pipeline, the GPU's vertex processor transforms the 
constituent vertices into one or more different coordinate systems, each of which serves a 
particular purpose. Cg vertex programs provide a way for you to program these transformations 
yourself. 
Vertex programs may perform other tasks, such as lighting (discussed in Chapter 5) and 
animation (discussed in Chapter 6), but transforming vertex positions is a taskrequired by all 
vertex programs. You cannot write a vertex program that does not output a transformed position, 
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because the rasterizer needs transformed positions in order to assemble primitives and generate 
fragments. 
So far, the vertex program examples you've encountered limited their position processing to 
simple 2D transformations. This chapter explains how to implement conventional 3D 
transformations to render 3D objects. 
Figure 4-1 illustrates the conventional arrangement of transforms used to process vertex 
positions. The diagram annotates the transitions between each transform with the coordinate 
space used for vertex positions as the positions pass from one transform to the next. 

 
Figure 4-1 Coordinate Systems and Transforms for Vertex Processing 
The following sections describe each coordinate system and transform in this sequence. We 
assume that you have some basic knowledge of matrices and transformations, and so we explain 
each stage of the pipeline with a high-level overview. 
 
 Q.4 a. Explain Cyrus-Beck clipping algorithm for a convex polygon with an 

example.                                                                                                                                                                                             (8) 

Answer: Cyrus–Beck is a general algorithm and can be used with a convex polygon clipping 
window. 
 
   p(t) = p0 + t(p1-p0)        /* it's parametric function */ 
3] if > 0 ; vector says p(t) is OUTSIDE && A < 90 degree. 
 
   if < 0 ; vector says p(t) is INSIDE && a > 90 degree. 
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   if = 0 ; vector says p(t) is on edge E .. here outer normal edge is perpendicular to the E and 
p(t)-B 
  .. we will writing here a function code for it as given below : 
   /* 
   
   if( DtProd (N,P(t)-B) > 0) 
          { 
             p(t) OUTER & A < 90 degree ;    /* P(t) is OUTSIDE .. 
          
          } 
   else if( DtProd (N,P(t)-B) < 0) 
          { 
             p(t) INNER & A > 90 degree ;    /* P(t) is INSIDE .. 
          
          } 
  else( DtProd (N,P(t)-B) = 0) 
          { 
             p(t) lies on to the edge E ;    /* where outer normal edge N would be perpendicular to 
both E and p(t)-B.. 
          
          } 
 */ 
 
  b. Distinguish between various OpenGL point-attribute and OpenGL line 

attribute functions.  (8) 
 
Answer: POINT PLOTTING 
The function glVertex () specifies the coordinates for a point position. 
We define world-coordinate positions with glVertex functions placed between 
a glBegin/glEnd pair using the primitive type constant: GL_POINTS. Coordinate positions can 
be specified in two or three dimensions. We can also use homogeneous-coordinate 
representations (four dimensional). Default values for the z coordinate and the h parameter in 
coordinate specifications are z = 0 and h = 1. We use a suffix (2, 3, or 4) on the glVertex to 
indicate the coordinate dimension. 
The data type to be used in specifying a particular cordinate position is also indicated with a 
suffix code on the glVertex function. These suffix codes are double (d), float (f), integer (i), and 
short (s). Coordinate values can be explicitly listed, or they can be given in a separate array 
designation. For an array specification of a coordinate position, we append a third suffix code: v 
(for "vector"). 
In the following example, three points are plotted along a two-dimensional straight-line path with 
a slope of 2. Coordinates are given as integers. 
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 glBegin (GL_POINTS); 
   glVertex2i (50, 100); 
   glVertex2i (75, 150); 
   glVertex2i (100, 200);  
 glEnd (); 
Alternatively, we could have used a vector specification for coordinate positions by replacing 
each of the statements between the glBegin/glEnd pair with a statement of the form 
 glVertex2iv (endpointCoords1); 
where parameter endpointCoords1 is a pointer to an array of coordinate values. 

LINE FUNCTIONS 
As with point plotting, straight line segments are specified with glVertex functions that are 
placed within glBegin/glEnd pairs. In this case however, the coordinate positions are interpreted 
as line endpoint positions. Straight line segments are drawn as solid lines, unless other attribute 
options are selected. There are three primitive types in OpenGL that we can use to generate line 
segments: 

GL_LINES Generates a series of unconnected line segments between each successive 
pair of specified endpoints. Thus, we obtain one straight line segment 
between the first and second coordinate points, then another line segment 
between the third and fourth points, and so forth up to the final pair of 
endpoint positions. If the number of specified endpoints is odd, the last 
endpoint position is ignored. 

GL_LINE_STRIP Generates a "polyline" of connected line segments between the first endpoint 
and the last endpoint. 

GL_LINE_LOOP Generates a series of connected line segments the same as GL_LINE_STRIP, 
but then adds a final line segment from the last point back to the first point 
specified. 

Example: 
 glBegin (lineMode);  
   glVertex2i (50,150); 
   glVertex2i (150, 150); 
   glVertex2i (150, 50); 
   glVertex2i (50, 50); 
 glEnd ();  
If parameter lineMode in this example is set to the value GL_LINES, we obtain two unconnected 
line segments that are horizontal and parallel. With GL_LINE_STRIP, we have a connected 
polyline with three line segments between position (50, 150) and position (50, 50). And 
with GL_LINE_LOOP, we draw the four edges of a square, where each edge is 100 pixels long. 
 
  b. Develop a general form of scaling matrix about a fixed point (xf, yf).   (8) 
 
Answer: Scaling (magnification or miniaturization)  
When scaling an object from the point of origin by the factor s, the point (x,y) is mapped to  
 (x´,y´) = (s·x, s·y).  
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If we use different scaling factors sx and sy in x- respectively y-direction, we get  
 (x´,y´) = (sx·x, sy·y) 
Scaling with respect to a point other than the origin:  
1st step = translation of the scaling center into the  
point of origin: T(–xf,–yf)  
2nd step = scaling of the object with respect to the  
point of origin: S(sx,sy)  
3rd step = translation of the object back to its  
original location: T–1(–xf,–yf) = T(xf,yf)  
So we obtain the generalized scaling matrix with (xf,yf) as scaling center by:  
S(xf,yf,sx,sy) = T(xf,yf)·S(sx,sy)·T(–xf,–yf) 
 
 Q.6 a.   Define a polygonal mesh. What are the Properties of meshes? (8) 
 

Answer: 
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  b. Write short notes on:  (8)  
   (i) Stereo view  
   (ii) Toxonomy of Projections 
 
Answer:  
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 Q.7   a. What is ambient light illumination? Write the equations for ambient light.  (8)    
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Answer: 
Ambient illumination is light that's been scattered so much by the environment that its direction 
is impossible to determine - it seems to come from all directions. Backlighting in a room has a 
large ambient component, since most of the light that reaches your eye has first bounced off 
many surfaces. A spotlight outdoors has a tiny ambient component; most of the light travels in 
the same direction, and since you're outdoors, very little of the light reaches your eye after 
bouncing off other objects. When ambient light strikes a surface, it's scattered equally in all 
directions. 
 
Ambient Light 
ambient light 
Light from a diffuse, non-directional source. 
The illumination of an object from ambient light can be represented by the equation: 
I = Ia ka 
Where: 
Ia is the ambient illumination and  
ka is the ambient-refelection coefficient of the object material. 
ambient-reflection coefficient 
A material property, the ratio of reflected light intensity to ambient light. 

 

 
  b. Explain the Phong model for reflection of light from object surfaces to the 

viewer’s eye.  (8) 
Answer: 
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 Q.8   a. How to create a new Pixmap from a combination of two pixmaps? Write an 

OpenGL functions for performing this operation. (8) 
Answer: 
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  b. What do you understand by antialiasing? Explain any two antialiasing 
techniques. Also write the OpenGL function to perform antialiasing. (8) 

Answer: 
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 Q.9   a.  Define Bezier Curve. Explain the properties of Bezier Curve.  (8) 
Answer: 
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  b. Discuss the de Casteljau algorithm to any number of points to generate a 

Bezier Curve.         (8) 
Answer: 
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